
Special Issue of Journal of  
Heating, Ventilation,  
Sanitation  

VVI Journal brings information:
q	about the latest trends in heating, ventilation, air conditioning, cool-

ing, humidification, dehumidification, hygiene, sanitation installation, 
measurement and control, lighting, noise, air quality, energy conser-
vation, traditional and alternative energy sources at home and abroad;

q	about new products, techniques and domestic or foreign technolo-
gy for accurate and efficient operation of buildings with examples of 
practical use;

q	about testing and measures improving quality of domestic production 
and enhancing sales of domestic products at foreign markets;

q	about theoretical works dealing with new knowledge characteristics 
of new products, new computational methods and application of com-
puter technology in the field of environmental engineering;

More information: www.stpcr.cz/en

Since 2014 the VVI journal is included  
into the SCOPUS database

Journal of Heating, Ventilation, Sanitation

ISSN  1210-1389 / MK ČR E 60506 2018
VOL. 27

Spec
ial

 

Iss
ue



Heat ing, Vent i lat ion, Sani tat ion 6/2018 337

VYTÁPĚNÍ, VĚTRÁNÍ, INSTALACE 27. ročník	 Číslo 6
Journal of Heating, Ventilation, Sanitation Vol. 27	 Issue 6
61. ročník Zdravotní technika a vzduchotechnika (329. číslo)    Leden 2019 / January 2019

Vydává: Společnost pro techniku prostředí / Publisher: Society of Environmental Engineering
Novotného lávka 5, 116 68 Praha 1, tel.: 221 082 353, stp@stpcr.cz, www.stpcr.cz

Vedoucí redaktor / Editor in chief: doc. Ing. Vladimír Zmrhal, Ph.D.
Výkonná redaktorka / Text editor: Ing. Štěpánka Homolová

Redakční rada / Editorial board: prof. Ing. Jiří Bašta, Ph.D.; prof. Ing. František Drkal, CSc.; Dr. Ing. Petr  
Fischer; Ing. Štěpánka Homolová; Věra Jírová; prof. Ing. Karel Kabele, CSc.; Ing. Marcel Kadlec;  
Ing. Pavel Kopecký, Ph.D.; Ing. Vít Koverdynský, Ph.D.; Ing. Miroslav Kučera, Ph.D.; Ing. Miloš Lain, Ph.D.;  
MUDr. Ariana Lajčíková, CSc.; Ing. Zdeněk Lyčka; doc. Ing. Tomáš Matuška, Ph.D.; doc. Ing. Richard 
Nový, CSc.; prof. Ing. Jiří Petrák, CSc.; Ing. Petr Šerks; Ing. Jan Široký, Ph.D.; Ing. Roman Vavřička, Ph.D.; 
Ing. Bc. Jaroslav Vychytil, Ph.D.; doc. Ing. Vladimír Zmrhal, Ph.D.

Odborný recenzovaný 
časopis Společnosti pro 
techniku prostředí
Člen Českého svazu VTS, člen REHVA, 
asociovaný člen ASHRAE

REDAKCE
Vladimir.Zmrhal@fs.cvut.cz, tel.: 224 352 433, 
homolova.vvi@gmail.com, tel.: 778 444 677.

PŘEDPLATNÉ
Česká republika: SEND Předplatné, s. r. o.,  
Ve Žlíbku 77/1800, hala 3, 193 00 Praha 9, 
tel.: 225 985 225, fax: 225 341 425, 
send@send.cz, www.send.cz. Administrace: 
Marek Rybenský, marek@send.cz.

Roční předplatné 250 Kč, studenti 125 Kč 
včetně poštovného.

Slovenská republika: MAGNET PRESS, 
SLOVAKIA s. r. o., P. O. Box 169, 830 00 
Bratislava. Předplatné: predplatne@press.sk, 
tel./fax: +421 267 201 930-1. Sídlo firmy 
Šustekova 8, 851 04 Bratislava. Roční před-
platné 10,80 €.

Volný prodej a zasílání na dobírku: Univerzitní 
knihkupectví ČVUT, budova NTK, Technická 6, 
160 80 Praha 6, vera.mikulkova@ctn.cvut.cz, 
tel.: 224 355 003 nebo osobně v redakci.

Inzeráty přijímá a informace o podmínkách 
inzerce podává Věra Jírová, tel.: 241 401 229, 
603 180 596, vera.jirova.vvi@gmail.com nebo 
Vladimír Zmrhal, vladimir.zmrhal@fs.cvut.cz, 
tel.: 224 352 433.

Za obsah inzerce ručí objednatel.

Podávání novinových zásilek v ČR povoleno 
Ředitelstvím pošt, Praha čj. NP 1727/1993 ze 
dne 23. 3. 1993.

Jazyková korektura: Harvey Cook

Sazba: Josef Zima, js.zima@email.cz

STP je plátcem DPH. Expedice online. 
ISSN 1210-1389. Registrace MK ČR E 6050. 
© Společnost pro techniku prostředí

Časopis je zařazen  
do mezinárodní  
databáze SCOPUS.

CONTENTS Page

INDOOR ENVIRONMENT

DOBIÁŠOVÁ, ADAMOVSKÝ: The CFD Simulation of a 
Standing Person in an Indoor Environment

338

WEYR, ŠIKULA, HIRŠ: Building Performance Simulation 
of Industrial Hall with Excessive Heat Loads

344

BUILDING SIMULATION

KOPECKÝ, STANĚK: Review of Three White-Box 
Lumped Parameter Building Thermal Models

348

VENTILATION AND AIR-CONDITIONING

LYSCZAS, KABELE: Adaptive Ventilation Towards  
Better IEQ: A Case Study of the Pilgrimage  
Chapel of Holy Stairs

356

MAZANEC, KABELE: Personalised Ventilation with  
Air Temperature Customisation: Impact on the Design 
and Thermal Comfort of the User

362

NEHASIL, ADAMOVSKÝ: Ventilative Cooling  
Control Strategy for Variable Air Volume  
Ventilation Systems

366

RACHMAN, ZAVŘEL, TORRENS, HENSEN: A Simulation-
Based Assessment of Humidity Treatment in Data 
Centre Cooling Systems with Air-Side Economisers

374

ALTERNATIVE ENERGY SOURCES 

SKANDALOS, TYWONIAK, STANEK, MAIEROVA:  
The PV Potential in the City of Prague: Methodology 
and Assessment for Residential Buildingss

382

OBSAH Strana

VNITŘNÍ PROSTŘEDÍ  

DOBIÁŠOVÁ, ADAMOVSKÝ: CFD simulace stojícího 
člověka ve vnitřním prostředí

338

WEYR, ŠIKULA, HIRŠ: Dynamická simulace vnitřního 
prostředí v průmyslové hale s nadměrnou tepelnou zátěží

344

SIMULACE BUDOV  

KOPECKÝ, STANĚK: Přezkoumání tří dynamických 
tepelných modelů budov se sdruženými parametry

348

VĚTRÁNÍ A KLIMATIZACE  

LYSCZAS, KABELE: Adaptivní větrání jako nástroj ke 
zlepšení kvality vnitřního prostředí:  
případová studie poutní kaple Svatých schodů

356

MAZANEC, KABELE: Osobní větrání s úpravou teploty 
vzduchu: Dopad na návrh zařízení a tepelnou pohodu 
uživatele.

362

NEHASIL, ADAMOVSKÝ: Strategie řízení chlazení  
větracím vzduchem pro systémy s proměnným 
průtokem vzduchu

366

RACHMAN, ZAVŘEL, TORRENS, HENSEN: Simulační 
posouzení úpravy vlhkosti v systémech chlazení data 
center s ekonomizérem na straně vzduchu

374

ALTERNATIVNÍ ZDROJE ENERGIE  

SKANDALOS, TYWONIAK, STANEK, MAIEROVA: 
Fotovoltaický potenciál v Praze – Metodika  
a hodnocení pro obytné budovy

382

Pokyny pro autory naleznete na www.stpcr.cz/vvi



338 Heat ing, Vent i lat ion, Sani tat ion 6/2018

	 Indoor  Environment

The CFD Simulation of a Standing Person  
in an Indoor Environment

CFD simulace stojícího člověka ve vnitřním prostředí

The article presents a virtual model of a standing person in an indoor environment. A virtual manikin is 
placed in the room with displacement ventilation where the cold air supplied to the room at low velocity is 
heated by heating sources and rises up due to buoyancy forces. The calculation is carried out for three 
different turbulence models: k-w SST, k-e Realizable and k-e RNG. The simulation results are compared 
with experimental data using velocity and temperature profiles in four transverse planes. As a result, the 
verified model of a person is obtained that can further be applied to the particular conditions. 
Keywords: CFD, indoor environment, heat sources, occupants, convective flow, numerical model, turbulence 
model

Článek představuje virtuální model stojící člověka ve vnitřním prostředí. Virtuální manekýn je umístěn do 
prostoru se zaplavovacím větráním, kdy je do místnosti přiváděn chladný vzduch nízkou rychlostí, který 
je ohříván od tepelných zdrojů a díky vztlakovým silám stoupá vzhůru. Výpočet je proveden pro tři různé 
modely turbulence – k-w SST, k-e Realizable a k-e RNG. Výsledky simulace s experimentálními daty jsou 
porovnány pomocí rychlostních a teplotních profilů ve čtyřech příčných rovinách. Výsledkem je ověřený 
model člověka, který lze dále aplikovat do konkrétních podmínek.
Klíčová slova: CFD, vnitřní prostředí, zdroje tepla, konvektivní proud, numerický model, model turbulence.
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INTRODUCTION

According to ASHRAE Guidelines [1], people spend 80-90 % of their time 
in buildings. It is proven that problems with indoor environment quality 
(IEQ) directly influence the comfort, health and productivity of the peo-
ple [2, 3]. The indoor environment and its quality can be assessed by a 
couple of factors such as the thermal comfort, the air quality, the mental 
comfort, the acoustic comfort, etc. All the aforementioned parts create 
a set that may have both a short-term and long-term impact on the 
individuals [4, 5].

There are pollutants of various compositions and in various quantities 
in the indoor environment. A part of these pollutants enters the building 
from the outdoor environment due to the ventilation air, while others 
can be produced directly in the building. Typical sources include build-
ing materials and internal equipment such as computers, printers, etc. 
However, man himself and his activities represent the greatest sources 
of pollutants in the indoor environment. A person in the indoor environ-
ment functions as an obstacle for air flow in the room, is a significant 
heat source inducing convective flow and, last but not least, a source of 
carbon dioxide, odours, and microbes.

In recent years, the issue of the possible transfer of pollutants among 
individuals has come to the forefront. This topic was subject to several 
experimental studies [6, 7] that have examined the influence of both the 
distance and position between two people. Such experiments require 
two or more thermal manikins and the necessary laboratory apparatus, 
whose purchase price is rather high. As an alternative, a Computation 
Fluid Dynamics (CFD) simulation with a model comprising one or more 
people can be used. Thanks to numerical modelling, it is possible to ob-
tain a general picture of the room’s airflow and of the temperature field 
distribution, particularly in the vicinity of the human body. To examine the 
quality of the inhaled air and the risk of pollutants spreading, advanced 
models with a breathing function added can be used, for more info, refer 
to works of Bjorn and Nielsen [8] or Gao and Niu [9].

A disadvantage of the computer model (in addition to the required com-
putational resources and time) is the necessity of having the results veri-
fied, preferably using measured data obtained by experimentation. Since 
it is neither possible nor effective to solve each task experimentally, the 
model can be validated on the basis of a similar task or using benchmark 
tests. The latter represent a set of boundary conditions and the resulting 
data of the required quantities that can be used for the verification of the 
task. For the purposes of this study, the benchmark test made by Nielsen 
in 2003 [10] has been used; the test will be described in detail in the 
following sections.

THE CFD MODEL

Model geometry
Models of a virtual person started appearing in the nineties of the last 
century and prevailingly featured simplified shapes, i.e., cuboids or cyl-
inders [11, 12, 13]. The advancing development of computer technolo-
gy allowed for the creation of more precise models and even detailed 
shapes of a real man. The most complex geometries were then created 
by laser scanning of thermal manikins. Both groups (simplified as well 
as detailed models) have both advantages and disadvantages. The main 
advantage of the simple geometry consists in smaller demands for com-
putational resources; it is more appropriate when providing a general 
picture of the airflow in the space being examined. If, however, the vicin-
ity of person is a matter of interest, for example, when solving the quality 
of inhaled air and the spread of the pollutants, real complex geometry 
needs to be considered. 

The model geometry of a person used in this study has been provided 
by Prof. P. V. Nielsen and his colleague Mr L. Liu. This virtual manikin 
(see Figure 1) represents a standing woman approx. 1.65 m high. It was 
created by laser scanning of a virtual manikin to have been used for 
the aforementioned benchmark test. The virtual manikin is divided into 
several segments, is naked and without hair. Both hands and feet are 
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simplified (see Figure 2) because they are not critical for the picture of 
the airflow in the surroundings of the body. The total area of the body is 
1.48 sq. meters.

Figure 3 shows the geometry of the solved area corresponding to  
the experimental chamber in which the benchmark test was made. It 
is a space that has the dimensions of 3.5 × 3 × 2.5 m and is equipped 
with a displacement ventilation system. In general, this system can be 
described as a system supplying cold air to the lower part of the room 
where indoor heat sources cause the air being heated to rise so that it 
carries away the pollutants. In this case the clean air enters the room via 
the inlet element near the floor that has the dimensions of 0.2 × 0.4 m 
and is located in the front wall in front of the manikin. An outlet with  
the dimension of 0.3 x 0.3 m is located in the rear wall under the ceiling. 
The manikin is placed in the middle of the room, 5 cm above the floor to 
avoid any heat conduction from the manikin to the floor.

Boundary conditions
The basic interaction between the human body and the environment is 
the transfer of heat produced due to the body’s metabolism depend-
ing on the physical level. A part of this heat is accumulated inside  
the body, but the prevailing part is released into the surroundings and 
represents heat losses of man. These losses can be divided into sen-
sible (due to convection, radiation and conduction) and latent (due to 
sweating, breathing and diffusion of water vapour through the skin). 
Most numerical calculations only consider the sensible losses, since the 
modelling of latent losses is a rather difficult process and requires that 
a thermoregulation model of a human body to be deployed. For the pur-
poses of this study, only the sensible heat losses due to convection and 
radiation have been taken into account. 

For the solution of the heat transfer between the man and his sur-
roundings, the numerical methods can apply to two types of bounda-
ry conditions, the body surface temperature or the surface heat flux.  
The values of the body surface temperature may range from 31 °C to 
34 °C [14 – 17]. When the heat flux is used as a boundary condition, 
its value will differ depending on whether or not the radiation is con-
sidered in the calculation. If only the convection is included the heat 
flux, it is between 20 W/m2 [18] and 25 W/m2 [7]. When the radiation is 
considered in the calculation, the value of the heat flux is usually over  
50 W/m2, e.g., Ito et al. considered 51.6 W/m2 [19] or Villi and De Carli 
used 53.5 W/m2 [20].

The benchmark test prescribes a total heat load of 38 W for the convec-
tion only and 76 W for the model with the radiation. The radiation has 
been considered in all the simulations, as it may have a considerable 
influence on the final results [13]. The thermal boundary condition for 
the manikin was set up as a constant heat flux of 51.4 W/m2 (i.e., con-
sidering the surface body area 1.48 m2, the total heat flux was equal 
to 76 W). The emissivity of the manikin’s surface was 0.95 and 0.9 for  
the walls. In addition, 10 W has been added for the chamber surfaces 
as the heat flux according to the heat balance calculation by Srebric et 
al. [21]. The parameters of the inlet air are defined by the temperature 
of 21.8 °C and the constant velocity of 0.182 m/s (i.e., the room air ex-
change rate was approx. 1.9 h-1). 

Calculation and model validation
The accuracy of the simulation results depends on the quality of  
the computational grid, the creation of which takes the prevailing time 
of the whole simulation process. To ensure the effective creation of  
the grid, the solved domain was divided into three parts: a cuboid around 
the virtual manikin, a cuboid in the area above the head where signif-
icant convective flow is expected, and a third area in the remaining 
space. The unstructured mesh was used for the entire domain, but with 

Fig. 1 Geometry of the virtual manikin

Fig. 2 Simplification of the hands and feet

Fig. 3 Diagram of the chamber
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different cell sizes for each part.  The grid element size was 0.025 m in 
the cuboid around the manikin (with a surface element size of 0.007 m); 
0.03 m above his head and 0.035 in the rest of the domain. In order to 
solve the boundary layer, ten layers of prismatic cells with a growth rate 
of 1.2 were created near the manikin’s surface and seven layers with 
the same growth rate near the chamber walls. The value of y+ over  
the manikin’s surface was less than one. The computational grid has 
approx. 5 million cells altogether. 

The selection of a turbulence model represents an important part of  
the computation. In the field of indoor environment modelling, two-equa-
tion models k-e and k-w are the most frequently used. In addition to  
the selection of a suitable turbulence model, it is important to properly 
solve the convective boundary layer for solid surfaces. It can be ensured 
by the application of a wall function or by the integration of the governing 
equations through the whole boundary layer. 

The calculation was carried out for two turbulence models from  
the group k-e, i.e., k-e Realizable and k-e RNG (Re-Normalisation Group). 
In both cases, no wall function was used, which means that the calcu-
lation was made across the entire boundary layer. As the third model, 
which is also frequently used for the indoor environment simulations, 
the k-w SST (Shear Stress Transport) model was applied. The steady-
state simulations have been carried out with the SIMPLE algorithm for 
the pressure-velocity coupling. For the solver control, the residual target 
was set to 10-4 (10-6 for the energy). The radiation flux was calculated 
using the Discrete ordinates model.

The used benchmark test provides the measured values of the airflow 
velocity and air temperature in four poles (L1, L2, L4, L5), at several 
levels, as well as some results of the Particle Image Velocimetry (PIV) 
measurements made near the body (L3, L6). The places of the measure-
ments are shown in Figure 4. Using the measured and simulated values, 
it is possible to assess the vertical profiles of the air velocities and tem-
peratures in the individual locations and compare one turbulence model 
to another.

DISCUSSION OF THE RESULTS

Temperature field
Figures 5 through 8 show the comparisons of the calculated vertical 
temperature profiles in the L1, L2, L4 and L5 poles to the experimental 

data. From the first comparison of the individual profiles, it is obvi-
ous that the turbulence models k-e feature an almost identical course, 
while k-w SST slightly differs, especially in L4. The models k-w SST 
and k-e Realizable at a level of 1 m show the greatest difference, near-
ly 0.5 °C. An interesting trend can be observed in the vertical profile, 
in position L5, where the differences in the individual cases at a level 
of 0.1 m are approx. 0.2 °C; with the increasing height, this difference 
gets smaller. In the highest point of the profile, the temperatures are 
practically identical. 

In general, the trend of the results corresponds to the principle of the dis-
placement ventilation when the air temperature shows the lowest value 
near the floor and starts increasing with the increasing height. Based on 
the diagrams, it is possible to read the total vertical temperature gradi-
ent in the room that shows the greatest value in L1, more than 4 °C. As  

Fig. 4 Measurement locations (t – location for the air temperature  
measurement, v – location for the air velocity measurement) 

Fig. 5  Temperature magnitude profile (L1)

Fig. 6  Temperature magnitude profile (L2)



Heat ing, Vent i lat ion, Sani tat ion 6/2018 341

Indoor  Environment                                                      

the air passes through the room, it slowly mixes with the heated air, and  
the temperature gradient gets lower in the other poles. In the location of 
the L2 profile and the L4 profile, it equals 2.5 °C and 2 °C, respectively; 
its lowest value, i.e., only 1.1 °C, was found in the last pole, L5.

Velocity fields
The following Figures (9 through 12) show the profiles of the airflow 
velocities. The velocity profiles in the simulations with the models 
k-e are very similar to each other, while the k-w SST slightly differs.  
The profiles in L1 and L5 show the smallest differences between the 
turbulence models; at the same time, these profiles show the same 
trend like the experimental data. Nevertheless, the calculated values 
in both profiles were lower when compared to the measured values.  
The reasons are not yet clear for this. One explanation can be the in- 
fluence of the used turbulence model. Srebric et al. [21] reached  

the same results with the k-e models in both poles, as well as Deevy 
et al. [22] with k-w SST, while the Large Eddy Simulation (LES) mod-
els slightly overestimated the air velocity in the study of Taghninia 
et al. [23]. The greatest differences between the individual models 
were found in L4 again, at the level of 1  m, where the k-e models 
have significantly exceeded the k-w SST model which corresponds to  
the experimental data very well. When the simulation results are com-
pared to the experimental data, the greatest differences have been 
found in L4 as well as in L2, i.e., close to the manikin. In both profiles, 
the calculated velocities in the lower half of the chamber are lower 
when compared to the measured data, but from the level of 1 m up-
wards, they exceed the experimental data. 

Summary of the results, and other model possibilities
To obtain a general view of the airflow in the space and the temperature 

Fig. 7 Temperature magnitude profile (L4)

Fig. 8  Temperature magnitude profile (L5)

Fig. 9 Velocity magnitude profile (L1)

Fig. 10 Velocity magnitude profile (L2)
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field distribution, Figures 13 and 14 show the longitudinal cross-sec-
tions through the middle of the room being solved. Both cross-sections 
illustrate the airflow from the inlet element in the front wall, the velocity 
of which becomes less with the increasing distance. Another signifi-
cant flow that can be observed in the area around the virtual manikin is 
caused by the difference in the temperatures of the body surface and of 
the ambient air; it turns into a convective flow rising above the manikin’s 
head. It is just this resulting buoyancy force that affects the exposure of 
man to air pollutants, especially when a displacement ventilation system 
is used [24, 25]. The rising heated air not only brings pollutants from 
the ambient air to the breathing zone, but also particles released from 
the human skin and clothing. Hence, it is obvious that the convective 
boundary layer around the human body imminently affects the occu-
pants and has a high importance when solving the inhaled air quality, 
thermal comfort, etc. 

CONCLUSION

The given article has presented a virtual model of an individual in the 
indoor environment. It is a woman approx. 1.65 m in height standing in 
the room equipped with a displacement ventilation system. The mod-
el geometry was created based on the benchmark test [10], to which 
the results have been compared. The calculation was made for three 
different turbulence models, k-w SST, k-e Realizable and k-e RNG (in 
all the cases, no wall function was used). The simulation results were 
compared to the experimental data using the velocity and temperature 
profiles in four poles. The results of all the simulations corresponded to 
the trend of the experiments quite well; greater differences were found 
in the profile of the airflow velocities, particularly in the surroundings of 
the manikin. However, it should be noted that airflow velocities were very 
low in the entire space and did not exceed a value of 0.05 m/s except for 
the L4 profiles. At such low values, it is disputable as to what extent the 
measured data is relevant, because common anemometers are operated 
at an error up to ± 0.03 m/s. The individual turbulence models can also 
be compared in the area close to the manikin where the PIV measure-
ments were made. Nevertheless, such an assessment is rather extensive 
and goes beyond the capacity of this article. 

In conclusion, it is possible to say that the best compliance with the ex-
periment was achieved in the turbulence model k-e Realizable, namely 
in all temperature profiles. The k-e RNG model showed the same trend 
like k-e Realizable; nevertheless, its resulting temperatures were lower. 

Fig. 11 Velocity magnitude profile (L4)

Fig. 12 Velocity magnitude profile (L5)

Fig. 13 Velocity contours along the symmetry plane

Fig. 14 Temperature contours along the symmetry plane
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The lowest air temperatures were found in the case with the k-w SST 
turbulence model. Yet, this model copied the trend of the velocity profile 
in L4 very well, where, in contrary, the k-e turbulence models overesti-
mated the results. Both models (k-e Realizable and k-w SST) are wide-
spread in the field of indoor environment modelling.

This study is part of the ongoing research focused on the complex nu-
merical modelling of a human body in an indoor environment. Another 
part of the research is the evaluation of the methods of heat transfer 
modelling between the human body and its surroundings (fixed surface 
temperature vs. fixed heat flux), the influence of radiation modelling, 
the ways of solving the heat transfer coefficients, etc. The result will 
be a verified virtual manikin that can be used for assessing the indoor 
environment whenever in-situ measurements are not feasible. Further-
more, it will be possible to extend the model by other functions such as 
a breathing model and to focus on the study of the issue of air pollutants 
spreading and the inhaled air quality. Currently, this can only be carried 
out using a thermal manikin together with, for example, PIV measure-
ments, which is rather expensive and inflexible. In addition, the virtual 
environment allows one to change the boundary conditions practically 
without any limitations and to model very specific spaces.

Contact: lucie.dobiasova@fsv.cvut.cz
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Building Performance Simulation of  
Industrial Hall with Excessive Heat Loads

Dynamická simulace vnitřního prostředí v průmyslové hale  
s nadměrnou tepelnou zátěží

Numerical simulations are becoming an integral part of the design procedure of buildings, building systems 
and technologies allowing for not only evaluating the building energy demands and indoor quality but also 
for studying the influence of various design parameters and aspects of a building’s internal microclimate. In 
this case study, a numerical simulation of an internal microclimate in an industrial building in the simulation 
software BSim 2002 was performed in order to assess the internal microclimate, examine the effect of pre-
cooling and determine the required cooling capacity. Furthermore, this article deals with the analysis of the 
influence of excessive internal gains caused by bogie-hearth chamber furnaces and their implementation 
into the simulation software. The results illustrate the minor effect of precooling for this case study and the 
insufficiency of the cooling capacity in the investigated industrial object. 
Keywords: transient simulation; BSim; Industrial building; Internal microclimate; Chamber furnaces

Dynamické numerické simulace se postupně stávají nedílnou součástí procesu návrhu budov a jejich 
technických zařízení. Tyto simulace nejen umožňují vyhodnocení energetické náročnosti návrhu budovy, 
ale také studium rozličných návrhových parametrů a aspektů vnitřního prostředí. V této případové 
studii průmyslového objektu sloužícího k tiskařským účelům bylo provedeno zhodnocení vnitřního prostředí, 
zjištění možného pozitivního vlivu předchlazování budovy upravovaným vnějším vzduchem a určení potřebného 
chladícího výkonu pomocí simulace v softwaru BSim 2002.  Dále se tento článek zabývá analýzou vlivu 
nadměrných vnitřních zisků z velkokapacitních vozokomorových pecí na keramiku a implementací provozu 
těchto pecí do dynamického simulačního procesu. Výsledky této práce ilustrují malý vliv předchlazování 
pro daný typ objektu a množství nadměrných vnitřních zisků z technologií, a také nedostatek navrženého 
chladícího výkonu vzhledem k úpravám výrobních postupů ve zkoumané budově.
Klíčová slova: dynamická simulace; BSim; průmyslová budova; vnitřní prostředí; komorová pec
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INTRODUCTION 

With computer advancements, numerical simulations are quickly be-
coming an integral part of the design procedure of buildings, building 
systems and technologies. The numerical simulations allow us not only 
to evaluate the building energy demands and the internal microclimate 
but also to study the influences of various design parameters [1]. In this 
paper, a procedure of the creation and simplification of a building model 
in BSim 2002 software environment is described with a strong emphasis 
on the balance between the final accuracy and complexity of the given 
model. BSim is a software tool to simulate the dynamic behaviour of 
transient systems, an integrated PC tool is used to analyse buildings 
and their installations [2]. Furthermore, this paper describes the models’ 
validation using in situ measured data in the given building object during 
a summer period.

The task of this case study was also to examine the possibility of 
night cooling during the summer period and to investigate its effect on  
the internal microclimate. The application of building precooling leads 
to reducing the peak cooling requirements, described in [3]. The major 
part of the internal gains in the test object is produced by bogie-hearth 
chamber furnaces. The analysis of these furnaces is also assessed and 
described in the following study.

BUILDING DESCRIPTION

The examined building is located in Brno in the Czech Republic and 
serves for purposes of a company engaged in the manufacture, sale 
and printing of promotional items and gifts together with the relat-

ed services. There are several printing operations and procedures in  
the new printing hall and adjacent rooms generating excessive internal 
gains and odour. The simple situational plan is displayed in Fig. 1 in a 
satellite view with the highlighted position of the new printing hall and 
its adjacent buildings. The surrounding of the investigated object is 
formed by commercial and industrial buildings and by mid-rise apart-
ment buildings.

The old part of the investigated object was built in the 1970s; the big 
printing hall was constructed in 2008. The external walls of the older 
part of the printing complex are made of burnt bricks; these walls are 
not thermally insulated. The internal walls in the older part of the object 
are made of drywall, panels made of calcium sulphate dihydrate and 

Fig. 1 The examined industrial complex with the location of assessed building 
objects highlighted
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insulated with mineral wool between the panels. The new building is a 
bigger printing hall with no internal walls between the workplaces with 
different printing procedures. The external walls in this new part are 
made of wall sandwich PUR panels (a rigid polyurethane core coated 
with galvanised sheet metal). Floors in contact with the ground in both 
the older and the newer part consist of load-bearing concrete, mineral 
wool insulation and a finishing layer made of PVC. The detailed building 
compositions used for the BSim computational model are described in 
Table 1 and 2.

The ventilation and heating of the inspected spaces is provided by one air 
handling unit placed on the roof of the older object. The heating capacity 
of this unit is 177 kW according to the technical lists. The only cooling 
system in the hall is a multi-split air conditioner whose total nominal 
cooling capacity is 62.0 kW. The operation of all the units is controlled by 
a BMS (Building Management System). Historical data obtained from the 
building’s BMS were used for the calibration of the heating, ventilation 
and cooling system in the BSim model.

INDOOR ENVIRONMENT AND HEAT GAINS

The major problems concerning the internal microclimate occurred dur-
ing the hot summer periods in 2013 and 2014. The indoor temperatures 
in the hall were reaching values around 30 °C for longer periods of time 
and occasionally even above 35 °C with a low relative humidity around 
25%. Such high temperatures during the work shifts are in conflict with 
both European [4] and Czech [5] legislation. Moreover, due to the printing 
machinery, techniques and technologies, the desired relative humidity 
for the hall is 45%. There was also a problem with the excessive incon-
venient odour from the used technologies in the investigated building 
object.

A significant part of the heat gains in the buildings serving the printing 
industry purposes are heat gains from technologies [6]. Overheating of 
the building was observed during the full working load in the summer 
period, especially in the part of the printing hall where the bogie-hearth 
chamber furnaces were located. The values of the heat gains from the 
installed technologies were determined; the bogie-hearth chamber fur-
naces were measured in situ and further analysed in order to more ex-
actly specify their work cycles and thermal loads.

THERMAL LOADS OF CHAMBER FURNACES

There are 3 more powerful bogie-hearth chamber furnaces with forced 
circulation of the internal atmosphere installed in the printing hall to-
gether with two smaller furnaces. These furnaces are used for various 
types of heat treatment of large batches at temperatures up to 850 °C. 
The electrical input of each of the more powerful chamber furnaces  
is 45 kW. 

A decisive criterion for determining the maximum furnace heat produc-
tion into the hall space is the ceramic firing process. The work cycle of 
each of the pumps is divided into 4 phases: warming up of the furnace 
and ceramics until the temperature reaches 450 °C, the maintaining 
phase, the burning phase with a temperature up to 850 °C and a cooling 
phase of both kiln and ceramics. At the end of the warming up phase and 
the burning phase, a major part of the thermal load is ventilated into the 
exterior by an independent air handling unit. 

Long-term measurements and observations of the electrical consump-
tion, the temperatures in the furnace during the individual phases and 
airflows in the ventilation ducts were conducted over the years 2014 and 
2015. Furthermore, we carried out the short-term in situ measurements 
of the temperatures above the ceramic products during the last phase 
when the furnace is open and the ceramic products are cooled down in 
the open space of the printing hall. The simplified diagram of the work 
cycle with the rates of heat flow from the furnace is displayed in Fig. 2. 

The average thermal production of each of the two most powerful bo-
gie-hearth chamber furnaces is 9.8 kW and the smaller chamber furnace 
is 7.7 kW. In the case of calculating the heat load discharge by the forced 
ventilation, the calculation heat load of the more powerful furnaces was 
determined by a time average to 6.5 kW and the smaller furnace to 5.1 
kW. These average heat loads must be included with 100% simultaneity 
into the total heat load of the hall.

The obtained values of heat flows acquired from the long-term and 
short-term measurements and the subsequent analysis of the work cy-
cle of the chamber furnaces were used for configuring the internal loads 
in the BSim simulation. The average calculated thermal load per cycle 
was used as the equipment load in the BSim simulation. The time sched-
ule of this load was configured according to the real historical utilisation 
data of these furnaces in the hall.

Tab. 1 The compositions of the building elements in the old building used for the BSim 
simulation 

Structure Material Thickness 
[mm]

Thermal 
conductivity l 

[W/m.K]

Specific 
heat 

capacity 
[J/kg.K]

Bulk 
density 
[kg/m3]

Adjacent rooms (old building)

Floor structure in 
contact with the 
ground

PVC floor 1 0.900 1200 1200

Concrete 100 1.340 1020 2400

Mineral wool 0.060 0.039 1310 120

Concrete 250 1.340 1020 2400

External wall Brick 300 0.250 900 1900

Internal wall 1 Brick 300 0.800 900 1700

Internal wall 2

Plasterboard 125 0.220 1060 1150

Mineral wool 175 0.036 800 25

Plasterboard 125 0.220 1060 1150

Floor structure 
between the two 
floors 

Concrete 250 1.340 1020 2400

Roof

Thermal 
insulation 
+ metal 
sheeting

160 0.042 1370 160

Tab. 2 The compositions of the building elements in the new building used for the 
BSim simulation 

Structure Material Thickness 
[mm]

Thermal 
conductivity l 

[W/m.K]

Specific 
heat 

capacity 
[J/kg.K]

Bulk 
density 
[kg/m3]

Printing hall (new building)

Floor structure in 
contact with the 
ground

PVC floor 1 0.900 1200 1200

Concrete 100 1.340 1020 2400

Thermal 
insulation 160 0.039 1310 120

Concrete 250 1.340 1020 2400

External wall PUR panel 120 0.045 1310 112

Roof Panel roof 160 0.042 1370 160
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CALCULATION METHODS

Simulations were carried out in the software BSim 2002. BSim is based 
on the law of conservation of energy and the law of conservation of 
mass with calculations solved non-stationary. Heat is described by the 
equations of heat balance, using the heat balance formula balanced 
for the zone:

Fconstr + Fwind + Fsol + Fsys +Fvent +Finf + Fmix = 0

where Fconstr represents the heat flows from the adjoining construc-
tions, Fwind symbolises the heat flows through the windows, Fsol is 
the solar radiation through the windows, Fsys is the heat flows from 
the air penetration from the outdoor air (infiltration, venting), Fvent is 
the heat flows from the air supplied from the ventilation systems, 
Finf stands for the the heat flows from air transferred from other 
zones [7].

GEOMETRICAL AND CALCULATION MODEL

The model created in BSim 2002 was created following the main build-
ing characteristics and the boundary conditions using the SimView 
graphic user interface. The geometrical model of the  industrial hall 
and adjacent room is shown below in Fig. 3. The detailed geometrical 
model of the roof skylights in the printing hall was implemented due 
to their large area in size and the large amount of solar gains through 
these opening anticipated prior to the simulation (see Fig. 4).

Fifty time-steps per hour and a Petersen solar radiation model were se-

lected for the simulation due to the complexity of the model and the 
building construction properties. 

Real weather data continuously collected by a weather station located at 
the Brno airport were used; therefore, the model can be validated by this 
data to create the calculation model as exact as possible.

CALIBRATION

First, BSim was calibrated to comply with the room air temperatures 
measured in situ in the printing hall during November and December 
2014. The calibration was carried out by changing the amount of ex-
filtration/infiltration into the exterior. The value of the infiltration is con-
figured in BSim by setting the value of the basic air change [/h]. For the 
BSim simulation, we have tested the infiltration for the following values 
of basic air change: 0.1, 0.2, 0.3 and 0.4. The data presented in Fig. 5 
represents the room temperature difference (the real measured temper-
ature minus the simulated temperature values) for the values of the ba-
sic air change in hour time steps during the inspected period. According 
to Shapiro-Wilk normality test, the KS normality test and the D’Agostino 
and the Pearson omnibus normality test, the data of the temperature 
difference does not evince Gaussian distribution; therefore, the median 
was used as a decisive statistical factor. 

The model with the basic air change 0.2 was used as a reference model 
for the summer simulation (from the 1st of June 2014 to the 31st of Au-
gust 2014). The effect of precooling of the building was examined and 
the cooling capacity of the current cooling system was assessed.

We made simulations of two different methods of operating the build-
ing. The first method is the current state: the building heating and also 
a cooling system which is in operation only during the work shifts and 
one hour prior the first morning work shift (the first morning shift be-
gins at 6:00) every day during the working days to ensure the internal 
microclimate conditions meeting the requirements of the Czech and 
European legislation. The other method of operating the building in-

Fig. 2 Diagram of the heat flows from the furnace during the work cycle

Fig. 3 The geometrical model of the flat and adjacent rooms in BSim

Fig. 4 The geometrical model of the roof skylights

Fig. 5 Configuration of the BSim models using different values of basic air 
change [/h] – Tukey box plots with a band inside the box representing the 
second quartile (median)
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cludes the night precooling of the printing hall with the multi-split air 
conditioners and night ventilation prior to the beginning of the morning 
work shift to 18 °C. The heating and cooling set points were configured 
to 18 °C and 26 °C, respectively, according to the work classes IIa and 
IIb given by the Czech legislation [4]. The effect of the precooling of 
the printing hall was simulated with a different time period before the 
beginning of the morning work shifts.

RESULTS

The Tukey box plot in Fig. 6 graphically depicts the sample of the hourly 
average room air temperatures over the inspected summer period dur-
ing work hours (workdays from 6:00 to 22:00) with different settings of 
the precooling of the printing hall. 

The results from our simulations show a minor difference for each 
cooling schedule model. In case of the current state, the room’s air 
temperature above 28 °C occurs for 310 hours in the printing hall dur-
ing the simulated summer time period, requiring 227 hours for cooling 
turned on 2 hours before the start of the morning shifts, 223 hours 
cooling turned on 3 hours prior the start of the morning shifts and  
223 hours for a 5 hour-long precooling. The simulated hourly room 
air temperature averages during the working days in July and August 
2014 are displayed in Fig. 7.

The second part of this study deals with the simulation of the printing 
hall with unlimited cooling power to determine the required power of the 
building’s cooling system. The resulting minimal required cooling power 
gained from the BSim simulation is 326 kW for the summer period 2014, 
therefore, the required capacity is about 5 times higher than the installed 
capacity of the current multi-split air conditioners. 

DISCUSSION AND SUMMARY

This paper is aimed at the creation of a geometrical and calculation 
model in BSim in order to investigate the precooling possibilities in the 
industrial hall and to determine the required cooling power. The indus-
trial hall – printing hall – is constantly overheated during the summer 
periods with temperatures reaching values around 30 °C for longer 
periods of time and occasionally even above 35 °C. The large part of 
the thermal load is generated by 3 bigger and 2 smaller bogie-hearth 
chamber furnaces. The simulation results of the precooling demonstrate 
the low improvement of the internal microclimate in the printing hall. It is 
caused primarily by the excessive instant internal thermal loads during 
the working shifts in combination with extensive solar gains through the 
roof skylights and the impossibility of the current cooling system to react 
to these heat gains due to the insufficient cooling capacity.

Contact: weyr.j@fce.vutbr.cz
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Review of Three White-Box Lumped  
Parameter Building Thermal Models

Přezkoumání tří dynamických tepelných modelů budov se sdruženými parametry

This paper deals with simplified lumped parameter thermal models of a building. Lumped parameter buil-
ding thermal models break down building components into a small number of temperature-uniform parts 
and can be graphically depicted in resistance-capacitance (RC) thermal circuits. The number of unknown 
variables is extensively reduced which, as a result, considerably increases the speed of the calculation. 
First, three principal lumped parameter building thermal models are described. Simplifying assumptions 
on the lumped parameter models are commented on. Then, a simple method for estimating the input pa-
rameters from the available information about the buildings is proposed. Finally, comparison with the 
measured data is reported. 
Keywords: building simulation, heat transfer, lumped parameter models, electrical analogy, RC model

Tento článek se zabývá zjednodušenými dynamickými tepelnými modely budovy se sdruženými parametry. 
Tyto modely rozdělují stavební prvky do velmi malého počtu teplotních uzlů a mohou být graficky zobrazeny 
tepelnými obvody (elektrická analogie). Nejprve jsou popsány tři základní modely včetně komentáře 
zjednodušujících předpokladů. Poté je popsána jednoduchá metoda odhadu vstupních parametrů 
využívající běžně dostupné informace o budově. Nakonec je uvedeno porovnání výsledků jednotlivých 
modelů s naměřenými daty z experimentu se dvěma identickými neobývanými rodinnými domy.
Klíčová slova: simulace budov, přenos tepla, modely se sdruženými parametry, elektrická analogie, RC model
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INTRODUCTION

Lumped parameter building thermal models break down building com-
ponents into a small number of temperature-uniform parts. Lumped pa-
rameter thermal models can be understood as simplified resistance-ca-
pacitance (RC) thermal circuits reduced from complex thermal building 
models. RC  thermal circuits have been used for various purposes al-
ready. Some examples are listed hereafter. 

Nielsen (2005) used a simple lumped parameter model to develop a 
building design tool. Kämpf et al. (2007) developed a model which was 
used for the calculations of a building’s heat demand on the district 
level. Huijbregts et al.  (2012) used a lumped parameter hygro-thermal 
building model to study the impact of global warming scenarios on mu-
seum buildings. Reynders et al. (2013) used a lumped parameter build-
ing model to investigate an intelligent control strategy used to activate 
structural thermal mass in a single-family house equipped with a heat 
pump and photovoltaics. Prívara et al. (2011) used a simple lumped pa-
rameter room model to implement an advanced predictive controller of a 
heating system in a real building.

Only a few literature references report the validation of lumped param-
eter models. Mathews et  al.  (1994) reported the validation study of a 
first order model based on the measured data from 32 buildings. Kramer 
(2012) compared predictions from several lumped parameter models 
with measured data. Kopecký (2016) used a methodology of BESTEST, 
see Judkoff and Neymark (1995), to verify three simplified lumped pa-
rameter thermal models described in this paper hereafter.

The model predictive control of heating or cooling systems is one of the 
important practical applications of lumped parameter thermal models. 
The major challenge of model predictive control is to formulate an accu-
rate and fast model of a building’s thermal balance. System identifica-
tion methods are often utilised for the identification of a suitable model. 
The measured data, however, does not exist in newly built buildings and 
buildings in the design stage. The ability to propose model equations 

prior to identification experiments is, therefore, essential. The ability to 
estimate input parameters in model equations (i.e., a reasonable interval 
of physically acceptable values) in a forward manner from the available 
information about the building (i.e., drawings, material properties, com-
position of the building components) is important as well.

The main objective of the paper is to review three existing principal 
lumped parameter building thermal models. The simplifying assump-
tions incorporated in the lumped models will be elaborated upon in detail 
and commented on. A simple white-box method for estimating the input 
parameters will be proposed. Finally, comparison with the measured 
data will be reported.

LUMPED PARAMETER BUILDING THERMAL MODELS

RC thermal circuits
Building components
RC thermal circuits of three selected lumped parameter building thermal 
models are depicted in Figure 1, Figure 2 and Figure 3. They could represent 
a room, a thermal zone, and even an entire building. Lumped parameter 
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Fig. 1 The RC thermal circuit of model M1
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thermal models can be understood as simplified resistance-capacitance 
(RC) thermal circuits reduced from complex thermal building models.

The identical model structure in model M2 was presented in Masy 
(2007). Kramer  (2012) successfully used the almost identical model 
structure as model M2 to simulate historical buildings with significant 
thermal mass. Model M1 was probably first introduced in Tindale (1993). 
A one-node lumped parameter model similar to model M3 can be found 
in Burmeister and Keller (1998).

Thermal bridges
No lumped parameter models of thermal bridges have been found in 
literature. In principle, the following RC thermal circuits could be used to 
model different types of thermal bridges, see Figure 4. 

Comments on model simplifications
Description of the internal environment
Model M1 decouples the radiative and convective heat transfer in the 
internal environment. There are two temperature nodes for the internal 
environment (the internal air temperature and the rad-air temperature). 
The coupling conductance KX between the rad-air temperature node and 
the internal air temperature node is calculated as:

( ) ci
x ci ri i

ri

K A
αα α
α

= +
	

(1)

where aci is the internal convective heat transfer coefficient, ari is the in-
ternal radiative heat transfer coefficient, and Ai is the area of the building 
components in contact with the internal air.

The way the concept of the two-node description of the internal environ-
ment has been derived and discussions on its validity are described in 
Davies (2004). Two temperature nodes for the internal environment are a 
mathematical product of series-parallel transformation where separate 
radiative and convective links with the surfaces are merged together. 
The internal surfaces of the building components are, thus, connected 
to the rad-air temperature by the combined surface thermal resistances.  
The coupling conductance KX between the rad-air node and the internal 
air node and augmentation of the radiant heat gain do not have any 
physical interpretation.

Contrary to model M1, model M2 does not decouple the radiative and 
convective heat transfer (i.e.,  the internal environment is represented 
by one node). This corresponds to the very high value of the coupling 
conductance KX in model M1. If the heat capacity of the thin mass layer 
in touch with internal surfaces is added to the value of Cai, the central 
temperature Tai in model M2 could be understood as the mean temper-
ature composed of the internal air temperature, and the mean temper-
ature of the thin mass layer close to the internal surface. Some error is, 
therefore, introduced into the ventilation heat flow. Moreover, some error 
is introduced into the thermostatic control, if the set-point is based on 
the internal air temperature.

Single-node representation of building components
The building components with significant thermal mass are represented 
by the one-node thermal networks in model M1 and M2. The one-node 
thermal network is used irrespective of the amount of material layers. 
Representation of a building component by a one-node thermal network 
can only be reasonable if the building component does not contain more 
than one layer with a significant thermal capacity. If an additional ca-
pacitive layer is located at the external surface (e.g., a veneer wall), a 
two-node model would be more appropriate. 

Aggregation of parallel heat transfer paths
The thermal model of the external and internal building components in 
models M1 and M2 adopted two fundamental simplifying assumptions:
q	The parallel heat transfer paths of the external building components 

were aggregated together.
q	The parallel heat transfer paths of the internal building components 

were aggregated together.

Fraisse et al. (2002) analysed the aggregation of several heat transfer 
paths. He states that the aggregation of building components can only be 
reasonable if the thermal response of the building components in parallel 
to the boundary excitation is similar. This can be approximately true in 
many real-world cases (i.e., when a similar wall type or an internal par-
tition is used within one building).

In some cases, either the internal or external building components 
may not contain significant amount of thermal mass, e.g., external 

curtain walls or thin in-
ternal plasterboard par-
tition walls. In this case, 
the structure of models 
M1 or M2 may be further 
reduced to second order 
models by omitting the 
corresponding thermal 
capacitance from the  
RC thermal networks.
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The special case of model M2 (designated as M3) is introduced if the 
infinite value of the thermal conductance between the internal node and 
the capacity nodes is assumed (i.e., the temperature of thermal mass is 
in thermal equilibrium with the internal temperature), see Figure 3. The 
thermal mass in the building components is modelled using only one 
thermal capacitance which is immediately accessible for the purpose of 
storing heat gains.

Thermal excitation functions
Lumped parameter models are thermally excited both from the internal 
side of the building enclosure and from the exterior. For both sides, solar 
radiation plays an important role.

Solar heat gains through the windows are calculated by a separate mod-
el. The complexity of the solar heat gain model may differ. The calculated 
solar heat gains are then distributed between the internal air tempera-
ture node and the rad-air temperature node. Analogously, the internal 
heat gains (the metabolic heat of the occupants, the heat from electric 
appliances) and the heating or cooling power are split between both 
internal temperature nodes. The values of the convective/radiative split 
factors depend on, e.g., the amount of furniture in the case of solar heat 
gains, on the type of heating or cooling system, etc.

The heat exchange at the external surface of a building’s components 
consists of the long-wave radiation exchange, particularly to the sky, the 
convective exchange, and the absorbed short-wave solar radiation. The 
net long-wave radiant surface-to-sky heat exchange cools the external 
surface, which is especially notable during clear windless nights. The 
short-wave radiation heats the external surface during the daytime. These 
three influences are mathematically expressed by the external equivalent 
temperature of a building component which can be calculated as:

s Gt ce ae re re
e

ce re

G T T
T

α α α
α α
+ +

=
+ 	

 (2)

where as is the short-wave absorptivity, ace is the convective heat trans-
fer coefficient, are is the radiative heat transfer coefficient, and Tre is the 
mean radiant temperature of the surrounding surfaces. The long-wave 
radiation transfers heat between the external surface of a building com-
ponent, the sky and the ground (the latter two surfaces are represented 
by the mean radiant temperature Tre).

The total external equivalent temperature Te,tot (i.e., the aggregated ex-
ternal temperature for the whole building) is calculated as the weighted 
mean from the thermal conductance of the individual external building 
components according to:
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where Kext is the total thermal conductance of the external building com-
ponents and Kext,i is the thermal conductance of the i-th external build-
ing component. Equation (3) results from the equivalent thermal circuit 
where several parts of the parallel thermal conductance Kext,i were ag-
gregated together. It is often reasonable to assume that total external 
equivalent temperature is equal to the temperature of the external air.

A simple white-box approach for estimating input parameters
The values of the input parameters in the lumped parameter models can 
be estimated in a forward manner from the available information about 
the buildings using standard and simple calculation procedures. 

Building components
The thermal conductance Kext and Kw are standard steady-state heat 

transfer coefficients cal-
culated from the thermal 
transmittance and corre-
sponding heat exchange ar-
eas of the external building 
components (Kext  =  SUiAi) 
and the windows, doors and 
any other fast heat transfer 
paths (Kw  =  SUw,iAw,i). The 
system of internal dimen-
sions is used. The ventila-
tion thermal conductance Kv 
is equal to the air flow rate 
multiplied by the volumetric 
heat capacity of air. 

The thermal conductance 
Kext1 is calculated using the 

following procedure: At first, the total value of the thermal capacitance of 
the i-th external building component Cext,i is assumed to be located in the 
centre of the capacitance (see Figure 5). 

The centre of the capacitance of the building components can be cal-
culated as:

1 1 2 2
cap

1 2

x x
x

κ κ
κ κ

+
=

+ 	
 (4)

where k1  (J/(m2K)) denotes the areal thermal capacity of layer 1, and 
k2 (J/(m2K)) denotes the areal thermal capacity of layer 2.

Based on the position of the centre of the capacitance, the values of the 
conductance Kext1,i for each external i-th building component are calcu-
lated. Finally, the thermal conductance Kext1,i are summed up to get the 
total lumped value of Kext1. The same procedure is used for the calcula-
tion of the thermal conductance related to the internal building compo-
nents Kint.

The thermal conductance Kext2 is then calculated from the relation:

ext ext,1 ext,2

1 1 1
K K K

= +
	

 (5)

The total thermal capacitance of all the building component are summed 
up as well to get the total lumped values (Cext = SCext,i , Cint = SCint,i). The 
values of the thermal capacitance are not reduced in this study.

Thermal bridges
The thermal capacitance of the central node of a thermal bridge Ctb 
represents the thermal mass associated with intersections between the 
building components. Since the system of internal dimensions is used 
for calculations, the thermal mass in the intersections of the building 
components would be missing in the simulation models if not otherwise 
incorporated. The thermal conductance Ktb can be calculated from the 
estimated value of the linear thermal transmittance and the length of 
the corresponding thermal bridge (Ktb = Y × L), respectively, from the 
point thermal transmittance and the number of point thermal bridges 
(Ktb = C × Ntb). 

COMPARISON WITH MEASURED DATA

Description of the experiment
Two side-by-side experiments were set up in the framework of the 
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Fig. 5 The centre of the capacitance for a 
two-layer wall with a corresponding thermal 
circuit
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IEA  Annex  58 “Reliable Building Energy Performance Characterisation 
Based on Full Scale Dynamic Measurements” with two identical family 
houses (designated as N2 and O5), see Figure 6.

The detailed specification of the experiments and measured data are 
accessible, see Strachan (2015). Kopecký and Staněk (2014) used the 
measured data in experiment 1 for comparison against the lumped pa-
rameter building models.

Experiment 1 consisted of consecutive periods of free-floating operation, 
random sequence for heat input (ROLBS) and a temperature-controlled 
operation (see Table 1 for the basic overview). There were no inhabitants 
in either house. Heating was ensured by conventional electrical heaters 
placed in front of the windows. The thermostatic control of the heaters 
was based on the measured air temperature at the mid-height of the 
room. The temperature in the attic, cellar and external environmental 
boundary conditions were monitored during the experiment.

Tab. 1 Time schedule of experiment 1

Period Date Description
Blinds on southern windows 

House O5 House N2

P1 21.8.2013 –29.8.2013 
Initialisation,  

set-point 30 °C
Blinds up

Blinds down
P2 30.8.2013 – 13.9.2013

ROLBS in living 
room, no heat 
input in other 

rooms

Blinds up

P3 14.9.2013 – 19.9.2013
Re-initialisation, 
set-point 25 °C

Blinds down

P4 20.9.2013 – 30.9.2013 Free-floating Blinds up

For the purpose of modelling with the lumped parameter models, the 
house was divided in two zones. The south zone (zone 1, Z1) consisted 
of the living room, the internal corridor, the bedroom and the bathroom. 
The north zone (zone 2, Z2) consisted of the kitchen, corridor and bed-
room. The north zone was not ventilated. The south zone was ventilated 
(a constant air flow rate of 120 m3/h). It was assumed that there was 
no air exchange between both zones (the doors were closed and sealed 
between both zones during the experiment, and had airtight building 
components between both zones).

The thermal zone was characterised by a measured mean internal air 
temperature and total heat input (see Figure 7). The mean internal air 
temperature of the zone was calculated from the measured data as a 
volume weighted average from the corresponding internal air temper-
atures.

Model details
The basic RC thermal circuits of the lumped parameter models (see Fig-
ure 1 to 3) were expanded in order to model the heat transfer through 
the floor (a thermal connection with the cellar), the heat transfer through 
the ceiling (a thermal connection with the attic) and the heat transfer 
through the dividing walls between both zones. These thermal paths 
in model M1 and model M2 were modelled by one-node RC thermal 
networks. The simplified model M3 used a single-conductance model 
for the above-mentioned building components. The doors between both 
zones were modelled by a  single-conductance thermal network in all 
models. 
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Fig. 6 Basic drawings of test family house

Tab. 2  List of thermal bridges

No. Description
Connected 

environments
Type of RC 

thermal circuit**
Y 

[W/(m∙K)]
C 

[W/K]

1 Ext. wall/Ext. wall Int/Ext 1 0.09 -

2 Floor/Ext. wall Int/Ext/Cellar 2 0.11 -

3 Ceiling/Ext. Wall Int/Ext/Attic 2 0.085 -

4 Int. wall/Floor Int/Cellar 1 0.38 -

5 Int. wall/Ceiling Int/Attic 1 0.20 -

6 Partition/Floor Int/Cellar 1 0.24 -

7 Partition/Ceiling Int/Attic 1 0.13 -

8 Column/Floor Int/Cellar 1 - 0.58

9 Column/Ceiling Int/Attic 1 - 0.44

10 Window sill* Int/Ext 3 0.03 -

11 Window lining* Int/Ext 3 0.03 -

12 Window overhead* Int/Ext 3 0.03 -

*Included in thermal conductance Kw

**See Figure 4 for thermal circuits.
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The electric heaters were modelled as ideal heat sources with a negli-
gible thermal capacity. The heat input from the convector heaters was 
distributed from 50 % to the air node, and from 50 % to the rad-air 
node. 

The isotropic sky model was used to calculate the solar irradiance on a 
tilted oriented plane from the available solar irradiance on a horizontal 
plane. The solar energy transmittance of the glazing was treated as an-
gular dependent. The solar heat gains were distributed from 90 % to the 
rad-air node, and from 10 % to the air node.

The list of thermal bridges is provided in Table 2. The values of the lin-
ear and point thermal transmittance were taken from the specification 
document.  

Estimation of input parameters
The identical procedure as described in the previous text was used for 
the estimation of the input parameters. All material properties, compo-
nent dimensions, and glazing properties, were consistently taken from 
the specification documents. The estimated input parameters in simpli-
fied lumped parameter models are specified in Table 3.

The thermal conductance in the RC circuits of the thermal bridges were 
estimated from the total values of the thermal conductance Ktb. The ther-
mal capacitance Ctb appearing in the RC circuits of the thermal bridges 
was estimated from the cross-sectional area of the thermal mass asso-
ciated with the corresponding thermal bridge. 

Fig. 7 The measured internal air temperature and the total heating power during experiment 1

Tab. 3 The estimated values of the thermal parameters

Case
Kext

[W/K]

Kw

[W/K]

Kv

[W/K]

Kext1

[W/K]

Kint

[W/K]

Kx*

[W/K]

Cext

[MJ/K]

Cint

[MJ/K]

Cai**

[MJ/K]

SC***

[MJ/K]

Z1 9.41 18.6 40.4 52.7 194.2 1079 12.6 5.63 1.79 28.4

Z2 7.68 8.77 0 39.2 96.5 552 9.74 2.84 1.70 18.1

*The coupling conductance KX between the internal air temperature node and the 
rad-air temperature node was calculated with the assumption of: aci = 3 W/(m2K),  
ari  =  5  W/(m2K), the total internal surface area Ai  =  224.8  m2 (zone 1), resp. 
A = 115.0 m2 (zone 2).

**The value of Cai contains the thermal capacity of concrete columns and the thermal 
capacity of the internal window pane.

***The thermal capacity of the floor screed and half of the dividing walls was 
included.
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RESULTS AND DISCUSSION

The simulation was performed in an open loop mode with no feedback 
from the measured temperatures. The simulation error is defined as 
E = the calculated value – the measured value. The simulation errors 
(10-min averages) and the distribution of the simulation errors are de-
picted in Figure 8 and Figure 9. The mean errors (ME) of the heating 
power and internal air temperature are listed in Table 4. The relative 
errors (RE) of the delivered heat are listed in Table 5.

Generally, the simulation errors in house N2 are lower than the sim-
ulation errors in house O5. The simulation errors in both houses 
fluctuated with the daily period as they were correlated to the solar 
radiation. The daily oscillation of the simulation error was stronger in 
the unshaded house O5. Therefore, the inaccuracy is, to some extent, 
attributed with the quality of the solar heat gain calculation mod-
el. Moreover, the time profile of the simulation error of the internal 
air temperature contains the periodic component with a time period 
longer than one day. The long-term component of the simulation er-
ror is expected to be related to the number of temperature nodes in 
the models (coarse spatial resolution) and the inaccuracy of the solar 
heat gain calculation model.

Model M1 predicted the comparable shapes of the internal air temper-
atures and the heat inputs with the measured data. Model M1 exhibited 
the smallest error in the delivered heat (< 7 %), a small mean error in 

the heating power (< 84 Watts) and a small mean error in the internal air 
temperature (0.18 °C). The error of model M1 has been mostly located 
within a bandwidth of ± 1 °C, i.e., the error was comparable with the 
uncertainty of the measured internal air temperature. 

Fig. 8 The simulation error of the internal air temperature (time profiles and 
histograms)

Fig. 9 The simulation error of the heating power (time profiles and histograms)

Tab. 4 The mean error in the internal air temperature and heating power

Ho
us

e

Zo
ne

Pe
rio

d ME - Tai [°C]

Ho
us

e

Zo
ne

Pe
rio

d ME - Fp [W]

M1 M2 M3 M1 M2 M3

O5

Z1
P2 -0.18 0.34 0.31

O5

Z1
P1 -36.4 -61.9 -86.4

P4 -0.06 0.35 0.36 P3 -83.6 -87.4 22.2

Z2
P2 -0.10 0.10 0.12

Z2
P1 18.6 54.4 65.6

P4 -0.04 0.11 0.22 P3 30.7 71.2 130.7

Mean 
(abs(ME))

0.10 0.22 0.25
Mean 

(abs(ME))
42.3 68.7 76.2

N2

Z1
P2 -0.13 0.07 -0.02

N2

Z1
P1 6.4 -3.0 6.5

P4 -0.03 0.13 0.15 P3 -4.5 -0.8 77.8

Z2
P2 -0.07 0.10 0.09

Z2
P1 -7.2 27.1 35.8

P4 -0.04 0.08 0.24 P3 2.7 51.6 114.5

Mean 
(abs(ME))

0.07 0.10 0.12
Mean 

(abs(ME))
5.2 20.6 58.7
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Model M3 achieved the worst match with the measured data. The time 
profile of the heating power was not accurately predicted. The shape of 
the internal air temperature was not accurate as well. The daily swing of 
the internal air temperature was attenuated too much and the daily peak 
culminated too late.  However, the mean error in the heating power, the 
mean error in the internal air temperature and the delivered heat were 
close to the measured values of the experiment.

Model M2 achieved better agreement with the measured data than 
model M3. The time profile of the internal air temperature was very 
similar to the measured profile. The mean error in the heating power 
was higher than in the case of model M1. The shape of the heating 
power was not predicted as good as in the case of model M1. The 
simulation errors of model M2 were distributed in a wider interval than 
in model M1.

Model M1 distributed the heat between the internal air temperature node 
and the rad-air temperature node. This feature probably better repre-
sents the physical reality. However, it also imposes uncertainty of the 
real values of the convective/radiative split for the solar heat gains and 
the heat emitted by the heating system. In fact, the time profile of the 
heating power in the experiment was rather sensitive to the setting of 
the heat distribution from the electric heating bodies.

The compensation of the errors is the principal problem of the validation. 
The similar internal air temperature profiles may be generated by dif-
ferent input parameter setups. For instance, heat gains and heat losses 
could be simultaneously overestimated or underestimated. Both com-
binations would lead to similar model outputs. Moreover, if a modeller 
gets an impression that heat losses have been probably underestimated 
it is difficult to distinguish whether the heat transfer path is inaccurately 
modelled (i.e., the model is too coarse) or is there is an inadequate set-
ting of the input parameters.

CONCLUSIONS

This paper assessed three selected lumped parameter building ther-
mal models. The simplifying assumptions and a simple method for the 
estimation of the input data have been discussed and described. We 
identified the third order lumped parameter thermal model as being ca-
pable of predicting the dynamic thermal performance of a real scale test 
buildings. The third order model could, therefore, be used as an initial 

choice if the objective is to implement a model predictive controller in a 
building.  In reality, some additional temperature nodes might be needed 
to be added in the basic thermal circuit, e.g., if the heating and cooling 
system are integrated in the thermal mass.

Contact: pavel.kopecky@fsv.cvut.cz
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Symbols:
Ai	 Area of the building components in contact with the internal air [m2]
Cai	 Thermal capacitance of the internal air [J/K]
Cext	 Total thermal capacitance of the external building components [J/K]
Cint	 Total thermal capacitance of the internal building components [J/K]
Ctb	 Thermal capacitance of a thermal bridge [J/K]
GGt	 Global solar irradiance on a tilted oriented plane [W/m2]
Kext	 Total thermal conductance of the external building components [W/K]
Kext1	 Total thermal conductance between the internal environment and the ag-

gregated external building components [W/K]
Kint	 Total thermal conductance between the internal environment and the ag-

gregated internal building components [W/K]
Kw	 Total thermal conductance of the windows [W/K]
Kv	 Thermal conductance due to ventilation [W/K]
KX	 Coupling conductance between the internal air node and rad-air node 

[W/K]
Tai	 Internal air temperature [°C]
Tae	 External air temperature [°C]
Tra	 Rad-air temperature [°C]
Text	 Mean temperature of the external building components [°C]
Tint	 Mean temperature of the internal building components [°C]
Ttb	 Mean temperature of a thermal bridge [°C]
Te	 External equivalent temperature (sol-air temperature) [°C]
Fr	 Radiant part of the heat gains [W]
Fc	 Convective part of the heat gains [W]
Fp	 Heating or cooling power [W]
ac	 Convective heat transfer coefficient [W/(m2K)]
ar	 Radiative heat transfer coefficient [W/(m2K)]
as	 Absorptivity of the short-wave radiation (solar absorptivity) [-]

Lower indexes
ext 	 External building components (thermal connection to the exterior)
int	 Internal building components (no thermal connection to the exterior)
V	 Ventilation
inf	 Infiltration
w	 Windows
i	 Internal
e	 External
a	 Air
c	 Convection or cooling
r	 Radiation
ae	 Air, external
ai	 Air, internal
tb	 Thermal bridges
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tioning system, which is in contradiction with the preservation attempts. 
[2]. Therefore, this solution is not a preferable option for most historical 
buildings. Adaptive ventilation is potentially a low-energy and low impact 
alternative. By using sensor technology, a ventilation system only runs 
when the outdoor air has the potential to improve hygro-thermal proper-
ties in the interior [8]. 

An adaptive ventilation strategy is provided via controlled openings, air 
dampers or fans. This strategy takes the change of the air temperature 
and the level of the air moisture in the exterior and the interior into 
account. Based on the evaluation of the current conditions, the control 
algorithm recommends an action to achieve the desired airflow of the 
outdoor air. The actuation can be executed manually by an operator, 
who manually opens the window or automatically opens the window 
via a servomechanism [5]. If the wind and buoyancy effects are not 
sufficient enough for providing the right amount of outdoor air, fans 
are utilised.  [6, 7]. 

The goals of the adaptive ventilation strategy are to:
q	adjust the indoor conditions (air temperature and relative humidity) 

as close as possible to the required (tolerated) zone, which is defined 
in the ASHRAE standard [10];

q	minimise the risk of condensation associated with natural venti-
lation;

Adaptive Ventilation Towards Better IEQ:  
A Case Study of the Pilgrimage Chapel of 
Holy Stairs

Adaptivní větrání jako nástroj ke zlepšení kvality vnitřního prostředí:  
případová studie poutní kaple Svatých schodů

The paper presents the problem of unsatisfactory indoor environmental quality in the Chapel of Holy Stairs in 
the north of the Czech Republic, which is represented by a high value of air moisture leading to the degrada-
tion of the historic interior and frescoes. In order to understand the overall hygro-thermal properties of the 
airflow in the chapel, monitoring of the air temperature and relative humidity in the chapel and the cloister 
was carried out. The monitoring data, which provides a basis for examining the initial condition of the Chapel, 
is used for the calibration of the numerical model developed within the current research. The model is crea-
ted in a simplified form based on physical principles and the heat balance method. The numerical model 
enables one to find a suitable control algorithm for the adaptive ventilation system
The main aim of this work is to present the benefits and limitations of adaptive ventilation. The analysis 
highlights the influence of the controlled air supply on the indoor environmental quality and the overall re-
duction in the amount of air moisture.  
Keywords: adaptive ventilation, indoor environmental quality, heat balance method, regression-based nume-
rical model, historic interior

V příspěvku je prezentována studie Poutní kaple Svatých schodů v Rumburku, která se potýká s problémem 
nevyhovující kvality vnitřního prostředí z hlediska vysokých hodnot vzdušné vlhkosti. Vysoká míra vlhkosti 
vede k degradaci historického interiéru a fresky na stropě kaple. Za účelem stanovení počátečních podmínek 
a pochopení tepelně vlhkostních procesů byl proveden monitoring teploty vzduchu a relativní vlhkosti v kapli 
a přilehlých chodbách. Naměřená data posloužila jako základ pro kalibraci zjednodušeného numerického 
modelu, který funguje na fyzikálních principech zachování energie. Cílem modelu je najít a ověřit vhodný 
algoritmus pro přívod venkovního vzduchu do interiéru, který by vedl ke zlepšení podmínek v kapli. 
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INTRODUCTION

Historically valuable interiors require special attention in terms of the in-
door environmental quality, where hygro-thermal properties of the indoor 
air play a significant role. The level of the air temperature and relative 
humidity, and, in particular, their sudden fluctuation over the time, have 
wide implications on the preservation of the interior.  Unfortunately, in 
many cases, the indoor air properties are far beyond the tolerance zone 
given by the relevant standards. 

Most of the historic interiors contend with problems related to high mois-
ture level, which can lead to cultural heritage deterioration [1]. Leaving 
aside the structural faults, one of the most common problems is conden-
sation on the internal surfaces, which occurs due to the high accumula-
tion capability of the heavy historical construction. Especially in spring, 
the surface temperature of the walls is still under the dew point of the 
inlet outdoor air and the condensation of water vapours in the air can 
appear. As a result, the historic frescoes can be irreversibly damaged. 

The ideal solution for maintaining appropriate internal conditions in or-
der to preserve the artefacts is the installation of an air conditioning 
system. Nevertheless, this solution may be unacceptable for two main 
reasons: the high investment and maintenance cost and the high impact 
on the historical interior related with the new addition of the air condi-
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q	minimise the intensive fluctuation of the relative humidity associated 
with natural ventilation [8].

The paper represents a feasibility study which evaluates the potential of 
the adaptive ventilation strategy and its influence to the hygro-thermal 
properties of the air in the pavilion with an historic fresco. The simplified 
numerical model was developed for the assessment of the ventilation 
strategy. The aim of the paper is to evaluate the influence of the timing 
ventilation to the conservation risk reduction for the historic frescoes. 

THE CASE STUDY

Object description
The Pilgrimage Chapel of the Holy Stairs is part of the important cultural 
monument called the Loreto in Rumburk in the north of the Czech Re-
public. Since 2014, it has been included as one of the significant plac-
es on the “Via Sacra” Pilgrims’ Way [3]. The Chapel was built between 
1767 and 1770 and its staircase is surrounded by unique sculptural 
decorations and historical ceiling frescoes, which underwent a complete 
renovation between 2007 and 2012 [3,  4]. However, shortly after the 
renovation, the fresco painting and artefacts began to show signs of 
damage. The presumed reason for this damage is the unsatisfactory in-

door environmental quality. The damage is likely caused by the recurring 
conditions of the higher air humidity combined with the lower air and 
surface temperatures, resulting in the condensation of water vapour on 
the ceilings with the frescoes. Moreover, during the winter period, the air 
temperature often falls below zero, causing the condensed water vapour 
to freeze and ice to develop on the surfaces. (Fig. 1)

The previous analysis described in [12] evaluated the hygro-thermal 
conditions in the chapel based on the monitoring data. The analysis con-
firmed the assumption of a moisture ingress from the adjacent corridor. 
On the basis of a comparison of the results from the previous analysis 
and the available literature describing an adaptive ventilation application 
[6, 7, 8], it is possible to assume the positive effects of the adaptive ven-
tilation for the reduction of air moisture in the chapel. These publications 
suggest adaptive ventilation as a possible solution for similar interiors 
like the Chapel of Holy Stairs. 

Monitoring data
In order to understand the hygro-thermal conditions in the interior, the 
monitoring of the air temperature and the relative humidity of the interior 
and the exterior was carried out during the period of November 2012 to 
June 2013 with 15-minute time steps. 14 dataloggers were used in the 
chapel and the adjacent cloister (Fig. 2). 

The comparison between 
the results of the air temper-
ature and relative humidity 
in the north-facing corridor, 
south-facing corridor of the 
ambit and the area of Holy 
Stairs indicates an inter-
esting finding. Although the 
values of the air tempera-
ture do not indicate signif-
icant differences (except a 
slight fluctuation due to so-
lar radiation), the values of 
the relative humidity show 
considerable dissimilarities. 
The extremely high value of 
the relative humidity in the 
north-facing corridor has a 
direct impact on the relative 
humidity values in the area 
of the Holy Stairs with the 
historic fresco. Based on 

these results, an additional source of moisture is expected in some parts 
of the cloister. This fact is supported by a visual inspection.

NUMERICAL MODEL

Modelling method
In order to assess the ventilation strategy, a simplified model was cre-
ated in Microsoft Excel.  For the determination of the hydro-thermal mi-
croclimate properties, the variables of the indoor temperature, the indoor 
humidity ratio and the surface temperature, Ti, xi and Tm, respectively, 
must be calculated. To indicate the dependency with the other variables 
and parameters in the numerical model, the key variables are represent-
ed as functions (1), (2) and (3). The model is governed by these systems 
of equations. 

The calculation of the indoor air temperature and the temperature of 
mass (representing the temperature of the walls) is influenced by several 

Fig. 1 The Pilgrimage Chapel of Holy Stairs [3], frost on the frescoes.

Fig. 2 Position of the sensors in the Chapel and Cloister during the measure-
ments. Sensor No. 1 is located under the ceiling in space of the Holy stairca-
se. Outdoor sensor No. 18 is placed out of direct sunlight.
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properties. These properties, where it is possible to determine more of 
less exactly, represent ca (the specific heat capacity of the air), cm (the 
specific heat capacity of the mass), A (the area of the mass), Ui (the 
individual heat transfer coefficient), Te (the exterior air temperature), ra 

(the density of the air), rm (the density of the mass), Ve (the volume of 
the exterior air), Vi (the volume of the interior air). Other properties h (the 
convection heat transfer coefficient) and d (the effective thickness) are 
the subject of calibration. 

The calculation of the air moisture is represented by T (the air temper-
ature), ra (the density of the air), xe (the exterior humidity ratio), pv´´ (the 
saturation vapour pressure), Ve (the volume of the exterior air), Vi (the 
volume of the interior air). It is possible to determine these properties 
more or less exactly and they are the subject of the explicit calculation. G 
(the accumulation moisture uptake) represents the amount of moisture, 
which is possible to be absorbed by the mass. The calculation of the ac-
cumulation moisture uptake is a complex process; thus it is the subject 
of the regression method. 

( ) ( ), ( 1), , , , , , , , , ,i x e m e ii xT T f c A U T T h d V Vττ ρ−= +
	

(1)

( ) ( ), ( 1), , ,  , , ´´,  ,i x e i v i ei xx x f G x T p V Vττ ρ−= +
	

(2)

( ) ( ), ( 1), , , , ,  , , , , , ,m x e i i em i xT T f c A h U T T d V Vττ ρ−= +
	

(3)

The variables Ti and Tm were determined by the explicit method based 
on the principle of the heat balance method, which forms the basis of 
all load estimation methods [14]. The most important assumption is that 
the temperature of the air in the thermal zone is homogeneous. The oth-
er important assumptions are that the surfaces (walls, windows, floors, 
ceilings, etc.) have a uniform temperature. Based on these assumptions, 
the heat balance can be set up. The convective heat balance is calculat-
ed for the room air by (4) [9].

      i
i i conv iv ce

dT
m c Q Q Q

dτ
= + + 	 (4)

where:	

i
i i

dT
m c

dτ
 	the rate of the increase of the heat stored in the room [W]

Qconv 	 the convective heat transfer from the surfaces [W]
Qiv	 the load caused by the infiltration and ventilation air [W]
Qce	 the convective parts of the internal loads [W][14]

Contrary to the temperature calculation, the variable xi is calculated by 
using the regression method. The regression formula is used to describe 
the complex process related to the accumulation of the moisture in the 
structures. The calculation takes the outdoor air humidity entering the 
space with the ventilation and the infiltration, as well as the ability of the 
material to absorb the moisture, into account. 
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The principle of the numerical model is based on the calculation depend-
ent variables Ti, Tm and xi  in specific time steps. The transient simulation 
is an iterative process, where the calculated values at the end of the 
time step enter the calculation of the next time step as the initial val-
ues. Therefore, the selection of the appropriate time step is essential. 
The numerical model works with a 5-minute time step. This interval is 
short enough for the elimination of computational errors. These errors 
are caused as a result of the calculation of several equations within one 
time-step, where they are interdependent.

The model is not able to take the possibilities and limits of natural ven-
tilation in terms of buoyancy driven and wind driven ventilation into ac-
count. The task of the model is to verify the influence of the timing for 
the outdoor air supplied to the interior. The way of supplying outdoor air 
to the interior (fan or natural ventilation) is not the subject of the study. 

Model calibration
The model was calibrated based on the measured data for a period of 6 
days and subsequently validated for other periods using the measured 
data for the calibration as reference. 

The graphs (Fig. 3 and 4), show the results of the model verification for 
the randomly selected period of 6 days. The air temperature results are 
almost identical to the measured values in all periods that have been 
verified after calibration. The average absolute errors between the mon-
itored and calculated data is 0.31 °C, which represents 1.71% from the 
average value of the monitored air temperature. The specific humidi-
ty values show acceptable deviations, where they are represented by 
the median of the difference of the absolute value between the moni-
tored and calculated values The median was calculated to be 0.37 g/kg,  
which means a 3.25% difference from the average value of the moni-
tored specific humidity. These differences can be attributed to the con-
siderable simplification of the extensive problems of moisture accumula-
tion in the masonry, and the non-linear influence of the measured values 
by the additional air humidity coming from the adjacent corridor.

CONTROL ALGORITHM FOR THE ADAPTIVE VENTILATION

After validation of the model, the control algorithm for the adaptive ven-
tilation were applied to determine the appropriate time for increasing 
the outdoor air supply. The two conditions mentioned in (5) and (6) were 
applied in order to move the parameters of air temperature and relative 
humidity closer to the tolerance zone. The control algorithm (7) avoids 

undesirable fluctuations in the relative humidity in the interior during the 
day. The last one (8) prevents the increase in the risk of condensation on 
the interior surfaces. 

           25   " " i e iT T T OPEN< ∧ < ⇔ 	 (5)

    60  " "i e ix x RH OPEN> ∧ > ⇔ 	 (6)

( ),0 ,30 ,0 ,30min|max(   )       1.5  " "minRH RH min RH RH CLOSEτ τ τ τ− − − ⇔
 	 (7)

,   " "dp ex mT T CLOSE> ⇔
	 (8)

In case the model evaluated at least one of the conditions as a “CLOSE” 
mode, it only considers infiltration. 

The results of the impact of the adaptive ventilation on the interior, were 
evaluated in terms of three criteria: the fluctuation of the relative humid-
ity, the risk of condensation and the reduction of air moisture. 

The three ventilated modes are presented for assessment (in ach – air 
changes per hour):
q	only infiltration: constant 0.2 ach;
q	permanent ventilation: constant 1.5 ach;
q	adaptive ventilation: 0.2 or 1.5 ach (depending on the boundary con-

ditions).

In reality, of course, the air change in the interior will not be constant. 
On the other hand, the exact value of air change in the interior is not es-
sential to assess the effect of adaptive ventilation. It is only necessary to 
determine what happens if the outdoor air supply will suddenly increase 
or decrease. 

RESULTS

Prevention of high fluctuation during the day
Figure 5 represents the comparison of the relative humidity results. Even 
though more than half a year was measured, the graph only shows a 
short period (10 days) for visualisation purposes. The results with the 
infiltration mode only (blue line) indicate minimal fluctuation, however, 
these values, in just a few cases, fall over the critical value of 75 % RH. 
On the other hand, the permanent ventilation results (green line) show 
extreme daily fluctuations reaching almost 30 % RH. Moreover, in some 
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cases it could also lead to increased values. The adaptive ventilation (red 
line) represents an acceptable rate in the relative humidity decrease, and 
leads to an overall decrease in the relative humidity values.

Reduction of the risk of the condensation on surfaces
The graphs in Fig. 6 assess the degree of condensation risk during the 
year for the individual modes of ventilation. The percentage of time in 
which the indoor dew point temperature drops below the surface tem-
perature of the walls is indicated in the red region. 

The spring season represents the critical periods for all the variants. In 
spring, the surface temperature is still low, caused by the high heat ca-
pacity of the massive walls, and the warm wet outdoor air together with 
the moisture from the corridor, caused the condition for condensation. 
Due to the lower relative humidity in the interior, the adaptive ventilation 

reaches the conditions with the lower condensation risk in the infiltration 
mode only. As was expected, the highest potential for condensation risk, 
is represented by the constant ventilation.

Reduction of the relative humidity fluctuation
The assessment of the adaptive ventilation mode was based on the 
Performance Index (PI) defined as the percentage of time in which the 
indoor air conditions (air temperature and relative humidity) lie within 
the required range [13]. The parameters of the indoor environment for 
the historical interior are defined in the ASHRAE standard [10], which 
divides the indoor environment into several categories according to the 
degree of preservation risk. An acceptable risk is defined by the values 
with ±10 % RH and ±5 K deflection from the ideal values of 50 % RH 
and 20 °C. An extremely high risk is defined for the relative humidity 
values higher than 75 % [10].

Fig 6
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The red dots in Fig. 7 representing the performance of the adaptive 
ventilation indicate the improvements, where the values of the relative 
humidity are shifted towards the tolerated zone. On the other hand, no 
improvements can be observed in some periods. For example, the values 
in the winter period only show a slight improvement due to the low out-
door temperature, which prevents the use ventilation most of the time.  

DISCUSSION

In order to maintain the indoor environmental parameters in the historic 
interior, especially with the air moisture reduction, these interiors are 
often manually ventilated. However, there is the possibility that the out-
door air supply could have a negative impact on the interior. It depends 
on the climatic conditions. For this reason, in depth knowledge regarding 
ventilation of the interiors is necessary. 

As expected, adaptive ventilation can only partially satisfy the quality re-
quirements of the indoor environment. However, the results of the adap-
tive ventilation have shown the improvement in the indoor air quality. 
Minimal energy use of this system can be expected when compared 
to the energy use of the mechanical air-conditioning systems. It can be 
assumed that the influence of the adaptive ventilation on the quality of 
the indoor environment will not be similar for buildings with different op-
erations. A positive effect is especially expected in buildings with some 
added source of moisture, which can be caused by the occupants or a 
structural defect. In this case, adaptive ventilation is able to provide a 
cheap solution to achieve acceptable conditions that preserve the his-
torical interior. 

However, the results for one-year study presented in this paper reveal 
that the adaptive ventilation strategy can have a positive effect over 
a longer period of time. The results show that the adaptive ventilation 
strategy reduces the specific humidity by 12% on average over the one-
year period. Thus, further reduction of the moisture in the indoor air can 
be expected in the following years. 

CONCLUSION

The presented simulation using a simplified numerical model demon-
strates that the selection of a suitable control algorithm for adaptive 
ventilation can have a positive effect on the quality of the indoor en-
vironment. The model was created by the regression method using the 
measured data of the air temperature and relative humidity in the interior 
and exterior. The paper describes the boundary conditions ensuring that 
the interior will not be damaged due to the sudden change of internal 
conditions and a large amount of outside air. The results of the numerical 
model confirmed the positive effect of adaptive ventilation on buildings 
with some additional source of moisture (e.g., occupants or structural 
defects). At the same time, the assumption of a different efficiency in the 
individual periods was verified, proving that the influence on the param-
eters in winter is minimal.
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Personalised Ventilation with  
Air Temperature Customisation: Impact on 
the Design and Thermal Comfort of the User

Osobní větrání s úpravou teploty vzduchu: Dopad na návrh zařízení  
a tepelnou pohodu uživatele.

The paper deals with the customisation of the supply air temperature in a personalised ventilation system 
and its impact on the air flow, the efficiency of the ventilation, and the thermal comfort of the human body. 
The system was designed to enable customisation of the surrounding environment conditions mainly for 
people working in open space types of offices. Our measurement evaluated the system design and efficiency 
in different temperature states of the air: for the isothermal flow and for the heating and cooling of the supp-
ly air. A prototype of the micro air handling unit (a device for personal air customisation) was used for the 
measurement, a thermal manikin was used to simulate the convective boundary layers around a sitting hu-
man body. A Particle Image Velocimetry (PIV) was used to measure and visualise the air conduction and air-
flow interaction. The thermal manikin was also measuring the thermal comfort of the user in different modes 
of operation. 
Keywords: personalized ventilation, micro air handling unit, thermal comfort, thermal manikin, PIV ane-
mometry

Článek se zabývá možností přizpůsobení teploty přiváděného vzduchu v systému personalizovaného větrání a 
dopadem takové úpravy na efektivitu daného systému a tepelný komfort uživatele. Systém personalizovaného 
větrání byl navržen pro úpravu prostředí v blízkém okolí uživatele a to převážně pro pracovníky ve sdílených 
kancelářích typu open-space. Prováděná měření mají za cíl zhodnotit, jaký má navržený systém s úpravou 
teploty reálný dopad na tepelný komfort, a jestli je pro takovou možnost správně nastaven. Pro měření bylo 
použito prototypu mikro klimatizační jednotky (zařízení pro osobní úpravu a distribuci vzduchu), termálního 
manekýna, který zároveň simuloval chování konvektivních proudů vzduchu kolem lidského těla a měřil 
dopad teploty a množství přiváděného vzduchu na uživatele. Pro měření a vizualizaci proudění bylo využito 
anemometrie typu PIV (Particle Image Velocimetry).
Klíčová slova: osobní větrání, personalizované větrání, mikro klimatizační jednotka, tepelný komfort, PIV 
anemometrie, termální manekýn
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INTRODUCTION 

We live in an age where the majority of people are continuously sep-
arated from the outside world and are enclosed by an impermeable 
building envelope. We spend almost 90 % of our time inside buildings 
or in means of transport [1]. Separation between the indoor and out-
door environment is necessary to decrease our energy needs, but, in 
many cases, it has a negative impact on the environment in which we 
spend the majority of our time. A lot of people do not have access to 
a healthy environment today and it is becoming a problem that we 
should seriously deal with. 

A personalised ventilation system is one of the modern alternatives to 
create a healthy, adaptable and energy efficient indoor environment 
in places shared by many people, like open space offices, where it 
is quite difficult to maintain a good quality environment by a central 
ventilation system. Personalised ventilation provides fresh air directly 
to the places where it is needed the most, in the personal zone of 
every user. It creates a customised space for every person in the room, 
which lowers the risk of disease transmission, increases the wellbeing 
and productivity of the users [1]. It is also more adaptable to personal 
differences and needs caused by the uniqueness of every person and 
their actual condition [9]. The impact of the standard personalised ven-
tilation has been measured in several studies [1, 6], but what if we can 
personalise not just the amount of air supply, but even its temperature?

Problem description
In our previous work, we designed a personalised ventilation system, 
which uses a micro air handling unit as personal device to customise 
the air temperature and volume. In previous studies we dealt with the 
efficiency of the fresh air distribution, the shape of the airflow and other 
conditions of the personalised ventilation system in an isothermal state 
(which means that the supply air had the same temperature as the 
room’s air) [3]. But the unit was designed to mainly operate in non-iso-
thermal modes. In this study, we focused on the thermal comfort of the 
user and the efficiency of the ventilation, if the unit is in a heating or 
cooling mode. 

Experimental setup
For the measurement, we used a prototype of the personalised venti-
lation system designed in our previous work [7] [10]. It is designed for 
open space offices with displacement ventilation, where the fresh air is 
supplied thorough the doubled floor. The system consists of a micro air 
handling unit placed in the doubled floor space and personalised venti-
lation diffusers mounted on the workspace. It is connected by insulated 
piping. The system design and layout is shown in Figure 1. The micro air 
handling unit sucks the fresh air from the doubled floor. Through its fan 
and Peltier cells, it is able to adjust the volume and temperature of the air 
supplied to the personalised ventilation. The range of the air temperature 
supply is approximately 8 K (from -4 to +4 K) and the air flow supply rate 
is from 20 to 50 m3/h. The personalised diffusers are mounted on the 
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back corners of the workspace table (from the users perspective), and 
are directed to the middle of the opposite side. 

To simulate the real velocity field of the air around the human body and 
to measure the thermal comfort of the user, a thermal manikin was used. 
It is a physical model of a male human body and produces convective 
boundary layers similar to a real user. For measurement of the air ve-
locities, a Particle Image Velocimetry (PIV) was used. It creates a thin 
laser layer illuminating the particles spread into the air. The movement 
of those particles is captured on fast capturing cameras and the velocity 
field is then computed from the particle shift. 

The measurement was set to simulate a regular workspace in the of-
fice. The manikin was sitting in front of the table and the diffusers were 
placed in the back corners as should be used in the real situation. In 
Figure 2, we can see the layout of the measurement and a presumed 
flow from the diffusers based on the previous CFD simulations [8] and 
measurements [3]. We can see, from Figure 2, that the main airflows 
will come from the sides and meet in the middle of the table, where it 
creates one flow parallel to the laser layer and directed to the manikin 
(the airflow shape used in Figure 2 is based on the CFD simulation and 
was verified by the measurement, it is noticeable that the flow does not 
come from the side, but develops in the measured area in the figures 
in the result part). 

The manikin was clothed to a clothing value commonly used in of-
fices. We used a long-sleeved shirt and a pair of trousers to set the 
thermal insulation value to 0.54 clo. The manikin was set to a surface 

temperature of 35 °C, it was neither breathing nor was producing 
any moisture. 

The room temperature was set to 24 °C and measured at three points of 
different height (the ankles, belly and head of sitting person) as required 
by the standard. The deviation of the ambient air temperature during the 
measurement was 0.63 K and the ambient air velocity was in the range 
of 0.05 to 0.13 m/s at a distance of 1.5 from the manikin. In the personal 
zone of the manikin, the temperature range was higher due to heating 
and cooling of the zone, but has a deviation of less than 0.3 K for each 
separate measurement. The room was equipped with a separate cooling 
and heating system to keep a steady temperature. 

Three different modes of operation were measured – isothermal, heating 
(+4 K) and cooling (-4 K) and every mode of operation were measured 
for two airflow volumes – 25 and 50 m3/h. 

EXPERIMENT 1 VELOCITY FIELDS

One can see the setting of the PIV anemometry in Figure 2. The laser was 
set in a vertical position in the middle of the table in front of the manikin 
to measure the airflows around its chest and the head. Two cameras 
for the PIV anemometry were placed in a vertical setting (to extend the 
measured area) and measured the 2-dimensional array.  

The average vector field is computed from 50 continually captured imag-
es and the time sample (length of capture) is about 2 minutes. Measure-
ments were conducted after a steady state was achieved.

The velocity field results
In the results, we can see that the main flow was influenced by three 
main effects. The first is the interaction of the two diffusers, which is 
mostly visible on the flow with a lower volume and velocities. The main 
connected flow develops in front of the manikin at the edge of the table 
and continues towards the manikin. The second effect represents the 
convective boundary layers around the human body, caused by the 
difference between the air temperature and the surface of the body. It 
creates a vertical flow with air speed in a range of 0.1 to 0.2 m/s [6]. 
This flow mixes with the main flow of the fresh air from the diffusers 
and changes its direction upwards. It has a major influence on the 
efficiency of the personalised ventilation and its ability to supply fresh 
air to the breathing zone [6]. The last effect is the buoyancy force of the 
air supply of different temperature, which is quite strong, although the 
difference is only 4 K. It also has a significant impact on the efficiency 
of the ventilation, because the diffusers were primarily designed for 
isothermal conditions. 

The first measurement was made in the isothermal state as the system 
was originally designed. One can see from Figure 3 that the results look 
very good. The airflow is developing as it should and transports the fresh 
air to the breathing zone. It is deflected by the convective layers upward, 
but not too early. It creates a personal zone of a microenvironment of 
moving fresh air as was simulated and measured in previous studies. 
Even in higher volumes, the air velocity of supply air does not exceed the 
limits of the draft. It ranges in an optimal range between 0.1 and 0.2 m/s 
around the manikin.

The air flow of the heating mode of the personalised ventilation shows 
slightly worse results. The temperature of the air supply was set to 28 °C 
and we can see that the buoyancy effect deflects the fresh air flow up-
wards above the head of the user in Figure 4, which means that most of 
the fresh air does not reach the breathing zone and is ineffectively mixed 
with the ambient polluted air out of the personal zone. The impact of the 
fresh air is less efficient and the design of the diffuser has to be changed 

Fig. 1 The system of the personalised ventilation used in the measurement.

Fig. 2 The measurement setting
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in further development to balance the buoyancy force by the direction of 
a muzzle velocity vector. 

Contrary to heating, during the cooling mode, the air slides on the sur-
face of the table and reaches the users breathing zone lower than the 
isothermal flow. We can see the results in Figure 5. The temperature 
was set to 22 °C. The airflow slightly cools the surface of the chest and 
lowers the velocity of the convective layers, which both benefits the per-
sonalised ventilation efficiency, but it can cause a temperature discom-
fort for the hands if the air temperature is too low. The velocity can also 
cause a problem because it is almost reaching the velocities of the draft 
(about 0.25 m/s) in the zone of the hands.

EXPERIMENT 2 THERMAL COMFORT

The thermal manikin is a well-known device, widely used for measur-
ing the temperature balance and feeling of the human body and trans-

lates the senses of human body to some solid data form [2]. It can be 
used in a wide variety of spaces, from tight vehicle cabins to the open 
space indoor environment of buildings. It measures many separate 
zones of the body and can define the places of comfort and discomfort 
caused by drafts or inappropriate temperatures. It also produces heat 
as a standard human body does, which is crucial for the interaction 
of the personalised ventilation diffuser flow with conductive boundary 
layers of the human body.  

For our measurement, we used a Czech standard for the measurement 
with the thermal manikin ČSN EN ISO 14505-2 [5], which is made 
to measure the environment in a vehicle, but can be easily used for 
a building as well. The assessment is based on the measurement of 
the equivalent temperature, which integrates the independent effects 
of convection and radiation on the heat exchange of a person [2]. It 
describes the level of thermal neutrality on the separate zones. The 
equivalent temperature measurement is based on the measurement 
of energy consumed by the manikin to heat the zone and keep the 
temperature on the set value. 

The measurement of the thermal comfort by a thermal manikin uses 
the TMS (thermal manikin sensation) method instead of the equivalent 
temperature teq. There are two values, TMSo (thermal manikin overall 
sensation) and TMSz (thermal manikin zone sensation). This new index 
enables the easier interpretation of the results and comparison with the 
widely used PMV (Predicted Mean Vote) index also. To compare the re-
sults with the PMV index, the standard ASHRAE scale is used. It goes 
from -3 to +3, where -3 is cold, 0 is temperature neutral and comfortable 
and +3 is hot [4] [2].

Results and discussion
The thermal manikin was measuring the thermal comfort in the different 
zones of the human body. Figure 6 shows the impact of the different 
mode and air volume on the whole body and the separate zones. The 
horizontal axis of the figure shows the TMS, respective the PMV index. 
Because of the quite small differences, we just used part of the scale 
from -1.5 to +1.5 to make the results clearer. The vertical axis shows 
the different zones of the body and the top line is for the overall body 
sensation. 

Each zone had its own different sensitivity to the different influences 
and we can see how the velocity field impacts the results. In our case, 
the thermal comfort shift is based on both the air temperature and the 
velocity, but it differs not simply by the mode. For example, we can see 
that the heating mode feels colder than the cooling mode in the face 
zone that for 25 m3/h. It is caused by the upward direction of the flow in 
the heating mode and higher velocities around the face. In the cooling 
mode, the main velocity field is centred by the hands and the belly and 
the air velocity around the face is lower. Another interesting fact is that 
the lower air volumes cool the body under the desk more. It is probably 
caused by the high velocities of the air around the body, decreasing the 
effect of buoyancy of the cool air. 

We also have to mention that the posture of the body changes the impact 
and is more difficult to say how the effect is on someone working and 
changing their posture often. We can see the example of the different 
impacts in different places on the left and right hand. The left hand was 
placed closer to the centre of the table, which means more in the airflow 
direction and the impact of cooling on it was significantly higher than on 
the right hand. 

For the overall sensation we can say that the cooling and heating of 
the air supply has its impact on the thermal comfort. And although it 
is not significant, it is in the scale we were trying to achieve, because 
the temperature customisation is not meant to completely change the 

Fig. 3 The isothermal state of the ventilation for a 25 and 50 m3/h volume of 
air supply

Fig. 4 The heating mode of the personalised ventilation for a 25 and 50 m3/h 
volume of air supply

Fig. 5 The cooling mode of the personalised ventilation for a 25 and 50 m3/h 
volume of air supply
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environment, just make it more personalised. However, the environment 
is not as stable as we wanted to have it. 

CONCLUSSION

In our study, we were trying to measure the impact of the heating and 
cooling of the air supply of the personalised ventilation system. We heat-
ed and cooled the air by 4 K to measure the difference and compare it 
with the isothermal operation. Basically, we can say that the heating and 
cooling has an impact on the thermal comfort of the user and it can be 
used to adjust the temperature of the personal space. The possibility of 
the air customisation could have a positive effect on the wellbeing and 
the number of people dissatisfied with the environment. 

On the other hand, we have to say that the present design of the per-
sonalised ventilation system is not as efficient as it could be and in the 
next research we should focus on creating a diffuser more adapted on 
the different temperature and A more stabilised environment could have 

better results on both the side of the thermal comfort impact and the 
ventilation efficiency. 
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Ventilative Cooling Control Strategy  
for Variable Air Volume Ventilation Systems

Strategie řízení chlazení větracím vzduchem pro systémy  
s proměnným průtokem vzduchu

One disadvantage of highly insulated buildings is their overheating, with the subsequent necessity of remo-
ving excess heat. This is often done via mechanical cooling. However, increased energy consumption related 
to mechanical cooling is far from compatible with achieving zero-energy buildings. 
This paper presents a detailed description of a control mechanism that can be implemented in newly de-
signed or even existing buildings with a VAV (Variable Air Volume) ventilating system, which leads to a signi-
ficant reduction in the annual energy consumption of mechanical cooling. A control strategy has been deve-
loped and validated on the multi-zone model of a school building. The results show energy savings above 
40% when using ventilative cooling. The maximum efficiency was found in the range between 0.5 and  
0.7 times the nominal volumetric flow rate. 
Keywords: air handlig units, control, cooling, VAV

Jednou z nevýhod dobře zaizolovaných budov je jejich sklon k  přehřívání s následnou nutností odvádění 
tepelné zátěže. K tomu se obvykle používá strojní chlazení. Spotřeba energie související se strojním chlazením 
je však v rozporu se snahou stavět budovy s téměř nulovou spotřebou energie. 
Tento článek představuje podrobný popis řídícího mechanismu, který lze realizovat v nově navržených nebo 
dokonce existujících budovách s  větracím systémem VAV (Variable Air Volume), což vede k významnému 
snížení roční spotřeby energie na chlazení. Byla vyvinuta a potvrzena strategie řízení chlazením větracím 
vzduchem na vícezónovém modelu školní budovy. Výsledky ukazují úsporu energie větší než 40% při 
použití chlazení větracím vzduchem na případové studii. Maximální účinnost byla zjištěna v rozmezí 0,5 až  
0,7 násobku jmenovitého objemového průtoku vzduchu. 
Klíčová slova: vzduchotechnická jednotka, regulace, chlazení, VAV
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INTRODUCTION

Cooling is an important issue for contemporary buildings, and its im-
portance is growing with the increasing quality of a building’s envelope,  
the indoor heat gains due to the increasing amount of electronic equip-
ment, and the tightening of the requirements on indoor environments and 
climatic change [1]. Cooling devices came into the market in the 1930s as 
rare luxury devices, which first became affordable in 1947 [1]. In 2015, 
they represented a rapidly developing industry sector, approaching a total 
annual turnover of close to 100 billion dollars, and it is still growing. 

The cooling of buildings represents a considerable percentage of the 
total energy consumption in the world. The world annual energy con-
sumption for cooling in 2010 was close to 1.25 PWh. More than 45% of 
that energy was consumed by commercial buildings. The future average 
cooling energy demand for commercial buildings is calculated to rise 
275% by the year 2050 from the consumption in 2016 [2], despite the 
efforts to achieve energy efficient buildings [3].

However, unlike heating, cooling can often be provided by natural and 
economic systems of low-energy cooling techniques, with no compres-
sor-based cooling. Most of those techniques are based on the alternation 
of day/night temperatures, the temperature differences between the out-
door and indoor air, and high temperature sources of natural coolness, 
such as the ground or a water mass. All these techniques have their 
own individual limitations, especially regarding the available power or 
the total amount of available coolness [4].

Ventilative cooling, a frequently discussed method for low-energy cool-
ing techniques, requires the use of outdoor air at a lower temperature 
than the indoor air to cool the interior. In residential buildings, this is a 

convenient way to keep the indoor temperature low enough to be com-
fortable [5]. The potential for using outdoor air is certainly not negligible, 
especially in combination with night pre-cooling, at least in European 
climates [6], in North Africa [7] or in China [8]. Even in southern Europe 
or central Turkey, there are places where the mean climatic potential is 
more than 40 Kelvin-hours per night during July [6]. And in a very hot 
and humid climate, such as in Taiwan, it is still convenient to cool by 
using outdoor air via hybrid ventilation [9]. 

But natural night or hybrid ventilation also holds the risk of overcool-
ing, which leads to discomfort for the occupants in the morning. This 
suggests adding a weather forecast and a building model to the BMS 
(Building Management System), and it has been proven that this leads to 
better results [10-12]. 

Night-time cooling is also very sensitive to the usable thermal capac-
ity. Coolness, which is available during the night-time, is needed dur-
ing the daytime. The accumulation of the coolness is possible in the 
building, as well as outside the building in the groundmass [13]. The 
thermal capacity of a building can be increased by PCM materials, 
which can be used not only as a plastering material, but can also be 
implemented directly in air-ducts to store the night-time coolness for 
daytime utilisation [14]. 

The idea of utilising the 24-hour continuous one-way operation of a 
ground-tube with a high accumulation ability has also been found to 
be particularly successful. Due to the phase shifting of the temperature 
peaks, this brings the night-time coolness into the interior during the day, 
but, due to the same phenomenon, hot air during the night as well [14]. 
To eliminate this disadvantage, it is necessary to add multiple dampers 
and an additional fan to the pipes, as well as to employ the more sophis-
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ticated operation of the ground-tubes or, alternately, to abandon the idea 
of utilising the groundmass heat capacity.  

It has been proven that problems with ventilative cooling, such as too 
small a cooling capacity during the day or overcooling during the night, 
can be solved if the ventilative cooling is controlled and if an adaptive 
model of the thermal comfort is used [15]. Commercial buildings are 
usually equipped with mechanical ventilation to satisfy the indoor air 
quality requirements [16]. Under these circumstances, the utilisation of 
ventilation equipment for cooling would clearly be advantageous [17].  

Multiple studies [5, 6, 10, 18] prove that the major issue in ventilative 
cooling is the fan energy consumption and optimal fan operation. To pro-
vide effective ventilative cooling, the supply-air temperature and sup-
ply-air flow rate are the primary parameters to be optimised in time in 
order to reach a high energy efficient VAV system [19].

Most previously published strategies deal with airside economisers in 
VAV systems, used for fresh air supply and heating/cooling [20-30], with 
no heat recovery between the fresh and exhaust air. Much less attention 
has been paid to heat recovery usage in VAV [31-33]. This has led to 
the necessity of finding a balance between the fresh air rate, the total 
amount of the supply-air (and its temperature) to simultaneously satisfy 
the requirements of thermal comfort and Indoor Air Quality (IAQ) [20]
[23-26]. Some attention must also be paid to the speed of the response 
to regulatory intervention and the energy consumption in the transition 
states of VAV [22, 28, 34].   

This paper deals with idea that the most effective VAV ventilation 
system serves the fresh air supply only, when the thermal comfort of 
any room is ensured by the additional systems of heating or cooling.  
The strategy presented develops the idea of synergy between venti-
lation, heating and cooling, while describing how to operate systems 
mainly designed for ventilation in order to assist the cooling of the 
ventilated spaces. 

Using heat recovery exchangers and delegating the responsibility for  
the thermal comfort to the additional heating/cooling systems, VAV sys-

tems no longer need an economiser and operate at all times with 100% 
fresh air. The supply air temperatures can then be modified by altering 
the amounts of ventilated air by bypassing the heat recovery exchanger.  
A continuous control strategy for the bypass valve position and supply air 
volume is described in the paper. 

Unlike most previously presented strategies [24, 28, 30, 33], the physical 
quantity regulated is not the temperature in the intake air-duct, with little 
regard for the needs of the space, but directly attributed to the tem-
perature of ventilated spaces. The temperature in the inlet duct is only 
measured so as not to exceed certain safety and hygienic limits.

CONTROL STRATEGY

The method entails a newly developed control strategy, driving both the 
position of a bypass valve around the heat recovery exchanger and the 
air flow supply. This strategy was then tested in a case study – a TRNSYS 
model of an actual building located in the Netherlands. 

Boundary conditions for the Ventilative cooling control
The operation is intended for an AHU with heat recovery, which also has 
a bypass channel around the heat recovery installed (or equivalent ability 
to stop or slow the rotary exchanger) to stop or slow the rotary exchanger 
in the VAV systems, with a high level of control – its actual critical route 
must be ascertained continuously. In the commercial buildings sector, 
VAV systems are the most energy efficient systems in use today [19].

To increase the power and efficiency of ventilative cooling, an adaptive 
model of thermal comfort [35] must be utilised, setting a range of com-
fortable indoor temperatures. The adaptive model adopted must include 
all contexts, such as adjusting the dress-code or allowing the occupants 
to change seats, as well as an individual setting of the local heating or 
cooling elements.   

This strategy is appropriate for office buildings and public buildings such 
as schools, where similar temperature requirements pertain to multiple 
rooms. 

Fig. 1 Ventilative cooling operation flowchart
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Operation of the Ventilative cooling control
The operation strategy is based on the concept that the temperatures 
and volumetric flow rates of the fresh air will be controlled by several 
criteria. The first of these is hygienic ventilation. Our study does not deal 
with the methods for setting the ideal hygienic flow rates of the fresh 
air supply for the occupants. This field is deeply discussed in [21, 29, 
36-39]. 

The second criterion is the temperature in the ventilated spaces, which 
is connected with the information whether cooling is required. 

The control mechanism is then divided in such a way that the VAV box 
uses a single air-node determining the volume of the ventilated air, and 
a single AHU part is used to regulate the temperature of the air intake, as 
shown in Figure 1. For most of the year in the Netherlands, it is possible 
to get fresh air at a lower temperature than the indoor temperatures 
without mechanical cooling. 

Operation – AHU part
The AHU must supply fresh air to the air-ducts in order to satisfy  
the requirements of the VAV boxes. The AHU can regulate the tem-
perature of the air by setting the position of the bypass valve around 
the heat-recovery exchanger, as shown in Figure 1, on the right side.  
The proportional-integral-derivative (PID) regulation must be implement-
ed where the regulated quantity is the air temperature in the AHU’s in-
let duct from the ventilated spaces, where the mean temperature of all  
the ventilated spaces is measured. Similarly, the temperature of the ven-
tilated zones obtained by a weighted average from local temperature 
sensors can be used. The set-point for this temperature is usually tcom, 
previously calculated as the set-point for the BMS. A rise in temperature 
in the air-duct above this set-point shows that the interior is becoming 
overheated, so the AHU must open the bypass to decrease the tempera-
ture at the fresh air inlet. 

For the part of the year when the outdoor temperature is lower than  
the indoor temperature, this rule is appropriate. It can be suspended in 
the case where:
q	the outdoor temperature tout rises above the temperature measured 

in the AHU’s inlet from the ventilated spaces, or
q	the temperature at the fresh air inlet decreases to the comfort limit tlim. 

The temperature of the air supply to the ventilated spaces is then con-
trolled in concert for all those spaces on the same AHU.

Operation – VAV box part
Simultaneously, each VAV box is also controlled to satisfy the individual 
requirements of a given space. The primary purpose of a VAV box is 
ventilation, so fresh air for hygienic ventilation must always be supplied. 
But when the temperature of the ventilated space rises above tcom, it is 
advantageous to supply a higher volume of cold air so as to extract the 

heat load. The ideal flow-rate for the ventilative cooling is usually not 
the maximal flow-rate to a given space each and every time. This is due 
to the fan energy consumption and the pressure drop in the air-ducts. 
So, when the room is occupied, the fresh air requirement may be higher 
than the cooling requirement. However, during a lunch break or just after 
working hours, the fresh air requirement drops, while it still may be con-
venient to ventilate because of the accumulated heat dissipation. 

Also, since the temperature is set for all the spaces collectively, and since 
no room can remain totally unventilated, overheated rooms may cause 
the slight ventilative overcooling in others, as is shown in Figure 2. This 
phenomenon can be mitigated by the design of the ventilation system –  
– a small number of similar rooms connected to the same AHU behave 
better than a large number of variably sized spaces.

Fan speed control
The energy for the fans is almost the only energy required in ventilative 
cooling. The consumption of the controllers, motor dampers and sensors 
are negligible [41] (available in EN as [42]). Due to the low temperature 
differences between the fresh air and ventilated space, and also due to 
the low thermal capacity of the air, a high flow rate is required to ensure 
sufficient cooling power. But the transport of the air is highly energy 
intensive, and it is necessary to focus on the fans in ventilative cooling 
applications. Fan energy consumption is given as a multiplication of the 
volumetric flow rate and the pressure drop. For economical operation, 
both the pressure drop and the volumetric flow rate must be decreased 
in order to reduce the fan energy consumption under partial load to a 
minimum. 

Ventilative cooling uses the Static Pressure Reset (SPR) principle based 
on [43], as is described below. Each VAV box must be connected to the 
BMS and must measure the air flow through itself (e.g., by the pressure 
drop on the distribution element), adjusting the damper position to reach 
the required flow rate, as is shown in Figure 3. Each air-node indicates 
its state by two logical outputs: 
q	OK, to indicate that the required flow rate has been reached
q	FULLY to indicate that the damper has been totally opened

These signals are collected by the controller of the AHU, which adjusts 
the fan speed by means of the inverter. When a damper is fully open, 
but does not signal OK, it means that the static pressure is not high 

Fig. 2 Cross section of a group of rooms cooled by the ventilation [40]. Fig. 3 SPR control, every time, at least one damper is fully opened.
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enough to ventilate the requested air flow rate and, therefore, the static 
pressure set-point will be increased by a certain value, e.g., 5 Pa. When 
none of the terminals are fully opened, the static pressure set-point will 
be decreased by the same value, pushing the VAV terminals to open their 
valves. 

This ensures that, at all times, at least one damper is fully opened, so 
that the dampers on the actual critical route will be opened. The number 
of opened dampers or dissatisfied terminals must be set higher than 
1, for the sake of faults or improper settings in the VAV terminals [44]. 
Such faults or improper settings appear quite often, and a site survey 
indicated that 20.1% of the VAV terminals were found to be ineffective 
[45]. It is highly recommended that the entire system’s operation should 
be assessed continuously, e.g., by AHU’s performance assessment rules 
(APAR) [46].

From the perspective of practice, it is recommended to design the SFP in 
accordance with the recommendation of P.G. Schild and M. Mysen [47] 
(available in EN as [42]) or even lower. 

Coefficients and thresholds
To set up all the control mechanisms, several constants must be set. 

Ventilative cooling is practical only if the outdoor temperature is lower 
than the indoor temperature. However, the temperature of the air ris-
es slightly when it passes through the fan. A threshold is necessary to 
switch the ventilative cooling on while condition (1) is met:

_i mix out outt t t− > D
	 (1)

The difference Dtout must be set between 0 K and 3 K, with respect to 
the efficiency of the ventilation system. A crucial aspect for ventilative 
cooling is the volumetric flow rate, which is represented by the coeffi-
cient cVC. At the VAV terminal, if there is a cooling request, set the higher 
of the two volumes: 
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It was found to be ineffective to provide ventilative cooling at the maxi-
mal design speed (cVC = 1), because of the rise in the air temperature at 
the fan and the higher energy consumption, which decrease the overall 
system efficiency. Reducing the volume of the ventilated air increases 
the system efficiency while, at the same time, it decreases the total cool-
ing power. Ventilative cooling can then be very useful after the working 
day, for example, to pre-cool the offices for the next day. The best value 
for cVC depends on the nominal SFP, the control mechanism, the nominal 
ACH of the space, as well as on the EER of the additional cooling or 
thermal capacity of the building. To find the best value, a set of annual 
building energy simulations can be undertaken, analysing function (3) to 
seek its global minimum. 

( ) _VC C an anf c Q FEC EER⋅= +
 	 (3)

In addition, the set-point temperature tset for the operation must be spec-
ified. The comfort temperature must be determined as in (4) [48]:

0.09 22.6com rmt t= ⋅ +  	 (4)

where trm, depending on the outdoor temperature history, is expressed 
iteratively as in (5) [48]:

_0.2 0.8
yesterdayrm out rm yesterdayt t t= ⋅ + ⋅

	 (5)

Consider that the occupants can adapt to higher temperatures if the 
weather remains hot for a longer period [35, 48]. The range tcom ±2 K is 
considered the comfort range, and the interior temperature should be 
kept within this range. It is recommended that the ventilation set-point 
be specified as tcom (6) for the majority of the time. Then the cooling set-
point can be tcom + 2 K (6), while the difference of 2 K is the area where 
ventilative cooling can be used. 

Unfortunately, two Kelvins is a very small difference, which does not 
allow higher pre-cooling of the interior. But the comfort range is also 
specified under the comfort temperature, down to tcom – 2 K. During  
the cooling season, when a temperature rise over a day is expected, 
the ventilation set-point can be modified to tcom – 2 K at a time when 
the building is not used (6), so as to prepare it for the following day.  
The space will then begin in the morning with a boundary comfort tem-
perature tcom – 2 K, which will then rise continuously during the entire 

Fig. 4 Different types of air-nodes – a) corridors; b) classrooms; c) offices; d) 
open spaces; e) labs; f) whole model

Fig. 5 Ventilated zones. a) South zone; b) West zone; c) East zone; d) whole 
model
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day, up to the threshold for the mechanical cooling tcom + 2 K, which 
ameliorates the rise in this temperature.  

tset = tcom	 Normally, during winter and the workday
tset = tcom – 2K	 In the cooling season, outside working hours
tcool = tcom + 2K	 Mechanical cooling set-point, valid for the  
	 entire year.	 (6)

To avoid discomfort for the occupants, a maximal allowed temperature 
difference between the air intake and room temperature should be 
defined. This is done by the variable tlim, as a lower limit of the supply 
temperature tsup. The recommended temperature difference between 
the room temperature and air supply temperature Dti_s is between 3 K 
and 10 K, depending on the method of air distribution. More mixed air 
distribution, such as swirl diffusers, allows a lower temperature at the 
air inlet. This limit is not justified after the working hours when the 
occupants are not present. The temperature limit of the supply air can 
be set as:  
tlim = ti_mix – Dti_s	 during the working hours
tlim = 5 °C	 outside the working hours	 (7)

The limit can be additionally corrected if there is the risk of condensation 
on the air-ducts.

CASE STUDY

To verify the designed strategy and find the appropriate values for the 
coefficients and thresholds, a set of building simulations was performed. 
The ventilation strategy was implemented on a building, based on an 
existing school facility, as modelled in the TRNSYS simulation studio 
[49]. The building model was adopted from an evaporative cooling study 
made in 2014 [40].

Building model description
The building model represents the last two floors of the main building of 
the TU/e Eindhoven and is situated in the moderate maritime climate of the 
Netherlands. It contains 35 air-nodes on two floors, with different purposes 
and use profiles (see Figure 4), different volumes and heights, and different 
orientations. The air-nodes are grouped into three AHU’s, which ventilate 
the group of neighbouring air-nodes, as is shown in Figure 5. 

The building is considered modern, after refurbishment to Dutch stand-
ard qualities. This means that the lightweight building envelope has a 
U-value of 0.22 W/m2K of opaque walls, and 0.75 W/m2K of triple glazed 
windows with a g-value of 0.613. The roof has a U-value 0.106 W/m2K. 
The building is constructed from a concrete skeleton, where the concrete 
slab is on every second floor, while the remainder of the construction is 
lightweight, which easily allows the creation of spaces with a height of 
two floors. Therefore, the thermal accumulation ability of the building is 
limited. 

Air handling units were simulated in detail. The SFP in the design speed 
is calculated according to [47] as 1 kW/(m3/s), which fulfils the require-
ments of [50] for 2018 and later. The fan motor works in the ventilated 
air flow, and all energy inputs are considered to transfer into the air, 
thereby increasing its temperature. 

The design volumetric flow rate for each air-node is specified by the 
ACH setting, to avoid misguided values related to the occupancy or heat 
gains. The number of maximal air changes per hour is set as 0.5 h-1 for 
the stairs and corridors, 1.5 h-1 for the offices and labs, and 2.5 h-1 for 
the classrooms. When a room is not occupied, the air change decreases 
to 0.1 h-1, but never entirely stops.

The heat recovery exchanger changes its efficiency in relation to the 
various temperature differences and volumetric flow rates of the air. The 
Number of Transfer Units (NTU) method is used for the heat recovery cal-
culation [51]. For the bypass damper position regulation, a PID Type-23 
is used. Comparative decisions are made by a Type-2, where hysteresis 
or thresholds are also implemented. 

All simulations were on an annual basis and made with a 5-minute time-
step, so as to capture the influence of the controllers, which switches 
the fans or dampers at the moment when the set-point or threshold on 
continuously changing (interpolated) temperatures was reached. 

The ventilation control cases followed 
As a reference case, no special approach was used. The ventilation 
serves as the fresh air supply only, with heat recovery during the winter 
and through the bypass during the cooling season. The heating set-point 
is 20 °C and the cooling set-point is 24 °C – which is normal in Dutch 
office buildings. All cooling loads are discharged by additional cooling 
equipment. 

An adaptive thermal comfort case was considered so as to separate 
the influence of the adaptive model of the thermal comfort from the influ-
ence of ventilative cooling. In this case, if other conditions for this model 
are met (see [41]), the cooling set-point may be a floating variable that is 
dependent on the outdoor temperature (4). This can lead to cooling ener-
gy savings by itself, simply because of the lower temperature differences 
between the indoors and outdoors.

Fig. 6 Annual energy demand for three cases

Fig. 7 Influence of Dtout on the fan energy consumption and cooling demand
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The ventilative cooling case is the last one, and here all the findings 
and principles mentioned in the „Building Model Description” section 
above are included. 

RESULTS

The results of the annual simulation, after the coefficients and thresholds 
have been found, are given in Figure 6. In the reference case, the sim-
ulation shows a significant imbalance between the heating and cooling, 
which was expected. The annual cooling demand is 10 times higher than 
the annual heating demand. Using the adaptive model of thermal com-
fort, 14% of the cooling demand can be saved. Ventilative cooling can 
save another 32% of the initial cooling demand, so the overall savings 
are 46% of the coolness, which means 147 MWh in the case study. 

The use of ventilative cooling also brings a slight increase in the heating 
demand, because of the unavoidable overcooling in some spaces, as is 
shown in Figure 6. This additional heating demand is 25% in total, while 
the initial heating demand in absolute numbers was very low: the rise 
accounts for 7 MWh of heat. The building is heated mostly by the fans, 
the equipment, the occupants and the sun. Of this 7 MWh additional 
heating demand, 2 MWh is caused by an increase in the indoor temper-
ature by the adaptive model of the thermal comfort and the remaining  
5 MWh by compensation of the overcooling related to the cooling via the 
ventilation. This fraction can be reduced if the building was divided into 
more independently ventilated zones.

Another set of simulations has been provided to prove the sensitivity of 
the results to a change in the coefficients Dtout and cVC. This is shown in 
Figure 7. The fan energy consumption increases with a lower Dtout, due 
to the additional operating hours. Simultaneously, the cooling demand 
decreases until Dtout reaches zero. When Dtout drops under zero, the ven-
tilation brings an extra thermal load, and the cooling demand increases. 
In any event, the influence of the total amount of energy or coolness 
required is very small and only causes the fans to switch on or off a few 
minutes earlier or later. The sensitivity results of Dtout was found to be 
negligible.

A marked effect with the same parameters was found in the cVC coef-
ficient, which has a major influence on the fan speed, as shown in the 
graph in Figure 8. With an increasing cVC, the cooling demand decreases, 
while the fan energy consumption increases. When coefficient cVC is set 
to zero, no additional air is ventilated other than that from the fresh air 
for the occupants. The cooling demand in this case is only 212 MWh 
whereas, without the ventilative cooling in the Adaptive Thermal Comfort 
case, it was calculated to be 272 MWh. 

The difference relates to the bypass damper operation in the AHU. Increas-
ing the cVC leads to even more positive results. The energy demands in Fig-
ure 8 cannot be compared, because of the incomparability of the electricity 
and coolness. To find the optimum coefficient of the ventilative cooling, 
energies must be converted to a common base. This can be expressed 
as a theoretical coolness, expressed above as f(cvc) (3) as the sum of the 
coolness actually consumed and the coolness theoretically generated by 
the extra electricity used for the fans under the actual conditions. 

In Figure 9, the theoretical coolness is shown in relation to the EER of 
the additional cooling. The higher the EER, the lower the appropriate cVC. 
If a low-efficiency cooler is used, with an EER = 2, then it is appropriate 
to ventilate more air and set the cVC to a higher value of around 0.7, as 
the function of theoretical coolness has a global minimum there. If a 
high-efficiency cooler is used, with an EER = 4, the ideal cVC is around 
0.5, ventilating less air. For all the usual ranges for machinery cooling, 
the preferred values of the cVC are between 0.5 and 0.7. 

It is important to note that this dependency is affected by the design SFP 
(equal to 1 kW/(m3/s) in our case) and the design air change rates in each 
space. The lower the design SFP, the higher the optimal cVC. 

DISCUSSION

Cooling by outdoor air has great potential for energy savings, especially 
for highly insulated buildings in cold or mild climates. The simulations 
indicate that the energy savings potential, measured by the saved cool-
ness, extra heat and extra electricity for fans, is still around 40% of the 
cooling energy demand when the presented operation strategy is used. 
No special equipment is necessary to provide ventilative cooling, other 
than an ordinary ventilation system with VAV, which is generally used to 
ensure hygienic air change. 

Its entire potential is hidden in the control, and in the regulation of the 
bypass dampers around the heat recovery exchanger. Even better results 
might well be obtained using a PID-MPC, but these Model Predictive 
Controllers are far harder to implement [52]. Setting tset within a range of 
tcom ±2K is a future task of weather-predictive regulation which has, in 
the past, proven to be a powerful tool for energy savings [10-12].  

The air change rate has a major effect on the performance of the entire 
system. The coefficient of ventilative cooling, which determines the pow-
er of the ventilative cooling, deserves special attention. Due to the fan 

Fig. 8 Influence of the cVC to the fan energy consumption and cooling demand

Fig. 9 The theoretical coolness, calculated accordingly (3).
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energy consumption, it is not appropriate to ventilate with the maximum 
fan speed. Decreasing the volume of the ventilated air to 50% – 70% 
of the nominal leads to a significant increase in the overall system ef-
ficiency.

This phenomenon should be investigated more closely in the future, so 
that the relationship between the building mass, the specific fan power, 
the EER of the auxiliary cooling and the coefficient of ventilative cooling 
can be determined. 

On the other hand, the results are not fully susceptible to the thresh-
old of the temperature difference between the outdoor and indoor 
temperatures. Outdoor temperatures change continuously, and the 
threshold setting determines whether the fan switches on a few min-
utes earlier or later. But the overall effect of this on the entire ques-
tion is negligible. 

CONCLUSION

We found that ventilative cooling is an excellent way to reduce the cool-
ing loads and energy consumption related to the cooling of buildings 
equipped with VAV ventilation systems. Compared to a building cooled 
only by a mechanical chiller, savings of around 40% of cooling energy 
consumption can be reached. 

Current trends leading to increased indoor climate requirements in a grow-
ing number of buildings result in an overall increase of building energy 
consumption. Ventilative cooling, using the presented operation strategy, 
can mitigate the impact of higher environmental requirements, and there-
fore save energy. At the same time, fan-driven controlled ventilative cool-
ing has no adverse effects on the quality of the indoor environment, as is 
often seen in night-cooling via natural ventilation. 

The strategy presented appears to be a strong tool that can be helpful in 
achieving the goal of nearly zero-energy buildings. 

Contact: ondrej.nehasil@fsv.cvut.cz
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Nomenclature:
tcom	 comfort temperature [°C]	
tout	 outdoor temperature [°C]	
trm	 outdoor running mean temperature [°C]	
ti	 indoor temperature of an air-node (room) [°C]	
ti_mix	 mean indoor temperature, measured in waste-air duct before the 

AHU (air handling unit) [°C]	
tsup	 temperature of the supply air [°C]
tlim	 lower temperature limit of the supply air [°C]	
tset	 set-point room temperature for the ventilation [°C]	
tcool	 set-point room temperature for the mechanical cooling [°C]	
Δtout	 threshold temperature difference between the outdoor and indoor 

temperatures [K]
Δti_s	 temperature difference between the indoor and air supply 

temperature [K]	
cVC	 coefficient of the ventilative cooling [-]
qV	 air-node volumetric flow rate [m3/h]	
qnorm	 air-node design volumetric flow rate [m3/h]	
qhyg	 hygienic fresh air supply [m3/h]	
QC_an	 annual cooling demand of a selected building,  

non-ventilative [kWh]
FECan	annual energy consumption of the fans [kWh]	
SFP	 specific fan power [kW/(m3/s)]
EER	 energy efficiency ratio of the cooling device [-]	
ACH	 air change per-hour ratio [-]	
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A Simulation-Based Assessment of  
Humidity Treatment in Data Centre Cooling 
Systems with Air-Side Economisers 

Simulační posouzení úpravy vlhkosti v systémech chlazení data center  
s ekonomizérem na straně vzduchu

The increasing digitalisation of data is resulting in the need for ever greater computational capacity, which 
in turn leads to the increasing energy consumption in data centres. A large percentage of this energy use 
arises from the need to mechanically remove an enormous amount of heat from the data centre environment. 
In fact, in current practice, the mechanical infrastructure (especially cooling systems) of the data centre 
accounts for up to half of the overall energy consumption. To reduce the energy consumption of the mecha-
nical infrastructure, several economisation methods are commonly implemented in cooling systems, one of 
which is the application of a direct air-side economiser addressed in the current research. The use of an 
air-side economiser has been shown to lead to major savings of the cooling electricity demand, and, as such, 
it has been widely used as a necessary addition to conventional cooling systems. This study analyses the 
energy breakdown of data centre cooling systems that include an air-side economiser in order to determine 
which components within the system are responsible for the major energy consumption. This study investi-
gates, via a computational simulation, the impact of the use of a conventional cooling system and a system 
with an air-side economiser on total energy demand in three locations representing different climate regions 
in Europe. The study is especially focused on the energy demand related to the humidity treatment in the 
data rooms, since the effect is rarely considered in the overall DC energy balance. The results demonstrate, 
as expected, that the air-side economiser can yield major savings of around 62.5% to 78.7%, depending on 
the given climate regions. However, the key result of this study is that the humidity treatment necessary for 
the direct air-side economiser system may consume up to 34.8% of the total energy demand of the cooling 
system with the air-side economiser. 
Keywords: data centre’s cooling system, air-side economiser, humidity, energy analysis, energy simulation, 
simulation-based assessment

Narůst digitalizace dat má za výsledek potřebu stále vyšší výpočetní kapacity, která má za důsledek 
významný růst globální energetické spotřeby data center. Značné procento z celkové energetické spotřeby 
data center je přičítáno chlazení, které mechanicky odebírá enormní množství tepla disipováno výpočetní 
technikou uskladněnou v prostoru data centra. V  současné době, mechanická infrastruktura data center 
(především systémy chlazení) spotřebovávají až polovinu celkové energie data center. Několik různých metod 
ekonomizace provozu chladicího systému je v současné praxi k dispozici, a jednou z nich je využití přímého 
volného chlazení na straně vzduchu, která je zkoumána v tomto článku. Využití volného chlazení již prokázalo, 
že vede ke značným úsporám a je často běžnou součástí systémů chlazení v  data centrech. Tato studie 
analyzuje rozdělení energetické spotřeby chladicího systému datacenter, jehož součástí je také zařízení pro 
volné chlazení, tak aby bylo umožněno vyhodnotit spotřebu energie jednotlivých částí systémů a zkoumá za 
pomocí numerických simulací zmíněné rozložení energie pro systém s  a bez ekonomizace pro tři lokality 
reprezentující různé klimatické zóny v  Evropě. Tato studie se zvláště zaměřuje na energetickou spotřebu 
úpravy vlhkosti v data centrech, protože tento jev je jen zřídka brán v úvahu při celkové energetické bilanci 
data center. Výsledky demonstrují očekávanou energetickou úsporu při využití volného chlazení na straně 
vzduchu, a to v rozmezí 62.5 % až 78.7 % v závislosti na dané klimatické zóně. Avšak, hlavním výsledek této 
studie je, že zařízení na úpravu vlhkosti, která je u přímého volného chlazení na straně vzduchu nezbytná, 
mohou spotřebovat až 34.8 % z celkové spotřeby systému chlazení s tímto ekonomizérem.
Klíčová slova: chlazení data center, volné chlazení na straně vzduchu, vlhkost, energetická analýze, energe-
tická simulace, posouzení na základě simulace
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INTRODUCTION

The energy consumption of data centres has increased in line with the 
recent demand for cloud computing. Overall, data centres consumed 
nearly 1.5% of the total world electricity consumption in 2005 [1]. Ac-
cording to the Natural Resources Defense Council (NRDC) findings, U.S. 
data centers consumed around 91 terawatt-hours (TWh) of electricity in 
2013 and this figure is projected to increase to roughly 140 TWh annu-
ally by 2020 [2]. As such, there is significant potential and a great need 

to reduce the energy consumption and the associated climate-changing 
pollution of data centres. 

In general, power distribution consumed by systems in the data centre 
can be simply divided into two categories covering the IT equipment 
and data centre infrastructure, which includes the electrical, mechanical 
and auxiliary systems. Considering the overall power consumption of the 
conventional data centre infrastructure, up to half of its total energy is 
typically consumed by the mechanical systems [3], [4]. The cooling sys-
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tems commonly consume around 40% of the total data room consump-
tion [5], [6]. Therefore, reducing the power consumption of the cooling 
systems is considered a high priority in the operation of a data centre.

There are several energy efficiency measures and economisation methods 
to minimise the power consumption of the data centre’s cooling system. 
Aside from increasing the setpoint of air supply temperature or improving 
the air distribution within the DC, utilising outside air for free cooling can 
lead to a major reduction in the total electricity demand [1], [2], [7]. One 
of the economisation methods is an air-side economiser, which can ben-
efit greatly from the ambient temperatures below 18 to 21ºC. Nowadays, 
economisers are integrated into the configuration of data centre cooling 
systems as an energy efficiency measure. These systems can be under-
stood as the new benchmark, and their implementation is becoming wide-
spread. In anticipation of this widespread implementation, this research 
represents an attempt to provide a detailed energy breakdown of such a 
cooling system as well as providing an initial screening for possible future 
in-depth research of the individual components. 

The current research is aimed at the humidity treatment in the system 
with the direct air-side economiser. Considering these types of sys-
tems, when the outside air enters the critical environment of the data 
room, the tight humidity treatment is necessary to satisfy the strict 
requirements for the IT operational conditions given by the standards 
[8]. Indeed, the implementation of a direct air-side economiser results 
in the need of a tightly controlled indoor humidity level to prevent the 
data centre’s space from negative effects such as condensation on the 
equipment when the outside air is too moist, or excess static electricity 
when it is too dry [4], [5]. 

The key focus area of this research is the energy demand related with 
the humidity treatment, which is often neglected during the calcula-
tion of the total energy demand. Indeed, in conventional configurations, 
where the indoor air is circulated and most of the cooling power demand 
is related to the energy-hungry refrigeration cycle, the energy demand 
related to the humidity treatment is relatively low. However, by introduc-
ing outside air to the data centre’s environment in order to bypass the 
refrigeration throughout the year, the energy break-down will change, 
which means that it is unwise to continue to neglect the energy demand 
for the humidity treatment. 

RESEARCH QUESTION AND METHODOLOGY

To reach the objective mentioned in the previous section, the following 

research question was stated and will be answered: What is the impact 
of the humidity treatment on the total energy consumption of the cooling 
system with the air-side economiser in data centres?

The current research was conducted based on the methodological steps 
described below in order to quantify the impact of the humidity treat-
ment on the total energy consumption.
q	A literature study was performed on the related studies regarding 

data centres’ cooling systems and economisers. 
q	A heuristic model of the data centre was developed in Matlab [11] to 

briefly understand the change in energy breakdown. Specifically, the 
model was built based on the reference mid-sized data centre [8]. 
The model consists of two cooling typologies; conventional cooling 
systems and a system with an air-side economiser.

q	The simulation of the data centre model was executed for various 
climatic regions within Europe and for constant IT utilisation. The 
simulation focuses on the cooling energy demand broken down into 
the individual components. In order to assess the energy demand 
throughout the year. The simulation timestep of 1hour was selected.

q	The simulation results were evaluated for each climate by the se-
lected key performance indicators. These are the annual energy 
use of the individual components and the power usage effective-
ness (PUE) [12].

DATA CENTRE AND SYSTEMS REPRESENTATION

Data centre model
The data centre (DC) model used in this research represents a typical 
mid-sized DC and it is based on the description of a case study of an 
IBM test facility located in Poughkeepsie, New York [8]. This case study 
provides rich information with a sufficient level of detail, in a field (i.e., 
commercial DCs) with documentation scarcely available, generally due 
to confidentiality issues. The facility houses 135 servers, has a floor area 
of 693.68 m2 and layout dimensions of 23.3×29.9 m. The servers were 
arranged based on a hot and cold aisle arrangement without separation. 
A U-value of 0.24 W/m2K was assumed for the building envelope.

The performance of the DC is represented by variables such as power 
consumption, airflow, and air temperature in the IT environment. Accord-
ing to the available specification of the case-study, the overall power 
consumption of the IT infrastructure is 1098.2 kW. This electrical power 
is assumed to be converted to heat, which is dissipated in the data room 
space. This enormous heat gain must be mechanically removed from the 
space to ensure the required operational conditions of the IT equipment. 

	 a)	 b)

Fig. 1 schematic diagram of: (a) a conventional cooling system and (b) a cooling system with an air-side economiser
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Therefore, two cooling systems are assumed in this study: (a) a cooling 
system with a computer room air conditioner (CRAC) unit using a refrig-
eration circuit, which represents the conventional approach, and (b) a 
cooling system with an air-side economiser, which represents the new 
generation of DC cooling systems. These two systems are schematically 
depicted in Fig. 1.

Computer Room Air Conditioner (CRAC)
Generally, a computer room air conditioner (CRAC) unit is used to re-
duce the return air temperature by removing the dissipated heat from 
the IT environment. The indoor environment of the modelled data cen-
tre was assumed to fall within the recommended temperature range. 
The recommended range according to data centre’s thermal guidelines 
of ASHRAE TC 9.9 [13] is highlighted in yellow in Fig. 2, which also in-
cludes the allowable ranges in which the inlet server temperature may 
fall for short periods of time [14]. 

Although it is allowed to set a higher server inlet temperature, the appro-
priate indoor environment should be carefully controlled for data centres 
without a hot and cold aisle separation, so-called containment. When the 
sum of the airflow throughout the servers is higher than supply airflow 
of the cooling system, unseparated aisles can potentially  cause hot air 
recirculation into the cold aisle resulting in higher server inlet temper-
atures [15]. Since the hot and cold aisle in this data centre model was 
mixed, the modelled cooling systems were operated with a setpoint of 
the air supply with dry-bulb and dew-point temperatures of 21°C and 
11°C, respectively. 

The specification of the CRAC unit used in the model is given in Table 1 
The amount of airflow airm�  needed to remove the heat from the IT room 
can be calculated using Equation (1).
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where overallQ�  is the total heat to be removed from the data room space, 
DT is the temperature difference between the inlet and outlet air from 
CRAC unit, cp,air is the specific heat capacity of the dry air.

Air-side economiser
The air-side economiser is used to reduce the cooling system related 
energy consumption and cost by utilising the outside air to reject the 
heat from the IT environment [16]. The outside air (OA) is brought into the 
building and distributed via a series of dampers and fans. The servers 
ingest the cool air, transfer the heat, and expel the hot air from the room. 
Rather than being recirculated and cooled, the exhaust air (EA) is simply 
directed outside. If the outside air is particularly cold, the economiser 
may mix the outside air (OA) and the return air (RA), ensuring that the air 
supply (SA) temperature falls within the desired range for the equipment. 
The ratio of the outside and the return air used in the mixing process was 
estimated using Equations (2) and (3).
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The air-side economiser model that was used in this study is schemat-
ically illustrated in Figure 1b. In this model, the economiser is equipped 
with an ultrasonic humidifier. The humidifier was used to maintain the 
recommended air supply moisture level when the outside air moisture 
level was low. In addition, dampers were used to control the amount of 
the outside air and the return air that was mixed in the mixing box.

Humidifier
The humidifier is used to maintain the humidity level of supply air as rec-
ommended in the ASHRAE TC 9.9 standard. In this study, an ultrasonic 
humidifier was chosen as the humidifier model, alternatively a high pres-
sure fog system can be an option. The device was activated when the 
supply air humidity was lower than the ASHRAE recommended range for 
the data centre. The power consumption of the humidifier was estimated 
using Equations (4) and (5).
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It was assumed that the de-ionising effectiveness (hde-ionised ) was 0.75, 
while the electricity consumption per unit mass of water (eult ) was de-
fined as 0.053 kW/kg [17].Fig. 2 ASHRAE proposed thermal condition for data centres

Tab. 1 CRAC unit model specification

Configuration: Down-flow Down

Refrigerant R410A

Net sensible cooling capacity 46.1 kW

Fan power input 2.1 kW

Unit power input 12.79 kW

COP 3.1

Air pressure loss (underfloor air distribution) 20 Pa

Maximum air flow 14500 m3/h

Condenser Section

Water inlet temperature 30 °C

Condensing temperature 45 °C

Maximum water flow 1.31 L/s
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Cooling tower
In this study, cooling towers were used to reject the heat from the IT 
room to the outside environment by spraying warm condenser (cooling) 
water onto the filler at the top of the towers. The water spreads out, 
and some of it evaporates away as it drips through the sponge-like ma-
terial [18]. The evaporation reduces the temperature of the remaining 
water, which is collected at the bottom of the towers. The cooling water 
is pumped back via pipes to the CRAC units’ condenser.

The heat removed by the cooling tower was calculated using Equations 
(6) and (7). Furthermore, Eq. (8) was used to determine the total ab-
sorbed heat from the CRAC units’ condenser.

( ) CT a a swi aiQ m h hη ρ= −
	 (6)
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( ), condenser w w p w wi woQ m c T Tρ= −
	 (8)

Since air is needed to reduce the water temperature through an evap-
oration process, the cooling tower is equipped with fans to supply the 
air. The power input of the fan is dependent on the amount of airflow, as 
described in Equation (12). In order to calculate the power input of the 
fan, the airflow needs to be calculated using Equation (9). In this study, 
the amount of released heat by the cooling tower was assumed to be 
20% higher than the absorbed heat from the condenser.
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Pump and fan
A pump was used to deliver the cooling water from the cooling tow-
ers to the CRAC units, and the volume of the water was assumed to 
be constant. Equations (10) and (11) were used to calculate the power 
consumption of the pump model [3], [10], [11]. In this study, the pump 
efficiency (hpump ) was assumed to be 60%.
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The fans are modelled with the assumption of a constant airflow rate. 
This control simplification is made because the total dissipated heat 
from the IT equipment was also assumed to be constant. The fan power 
consumption can be calculated using Equation (12) where the fan effi-
ciency (hfan) was assumed to be 60% [3], [10], [12].
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ENERGY SIMULATION DEFINITION

Geographical location and climate properties
This study estimated the impact of the humidity conditions on the overall 
and individual energy consumption of the air-side economiser. To ana-

lyse this impact, several locations from the north to the south of Europe 
with different climate conditions were used in the simulations. The test-
ed locations are described in Table 2.

Tab. 2 Climate information of the tested locations

City
Location

Design 
temperature 

[°C] Climate type Köppen 
classification

Latitude Longitude Dry 
bulb

Wet 
bulb 

Helsinki,  
FI 60.17° N 24.94° E 22.8 18.0

Humid 
Continental 

Climate
Dfb

Groningen, 
NL 53.22° N 6.56° E 24.2 19.8

Temperate 
Oceanic 
Climate

Cfb

Rome,  
ITA 41.90° N 12.49° E 27.9 25.4 Mediterranean 

Climate Csa

Case 1: Conventional cooling system
The conventional cooling system, shown in Figure 1, cooled the return 
air and supplied the cooled air to the servers. In this case, the refrig-
eration unit was used continuously to maintain the air condition inside 
the IT environment. In this study, it was assumed that the return air 
was 33 °C and that the CRAC units would cool the return air to 21°C 
before supplying it to the server racks. 

In this model, the amount of make-up water that was used to replace the 
evaporated water was not taken into consideration. As such, the energy 
input for the make-up water pump was not included in the simulation. 
The efficiency of the cooling tower was determined based on the design 
temperature of each location, as given in Table 2.

Case 2: Direct air-side economiser system
In this case, the air-side economiser system with an ultrasonic humid-
ifier was used for the data centre cooling system. In order to meet the 
range as recommended by ASHRAE TC 9.9, the dry bulb temperature 
(DBT) of the supply air was set to 21°C with the dew point tempera-
ture was set at 11.1°C. The operation of this system was divided into 
four modes, depending on the outdoor air condition. As illustrated in 
Figure 3, the mode of the conventional refrigeration of the circulated 
indoor air was utilised when the outdoor air dry-bulb and dew point 
temperatures were higher than the recommended temperature range. 
Otherwise, the air economiser is utilised in the following modes: the 
direct use of the outside air, the mixing mode with the return air to 
heat up the supply air, and the mixing mode with the return air plus 
additional humidification. 

According to the data centre model, the dissipated heat of servers and 
lighting was 1098.2 kW. Therefore, in order to remove the heat to the 
outside environment, 24 CRAC units were required with a total cooling 
capacity of 1106.4 kW. Since the amount of heat losses through the 
building envelope is negligible (less than 1%) in context of the enor-
mous amount of dissipated heat from the IT equipment, the total mass 
flow of the air required to cool down the IT environment can be calcu-
lated using Equation (1) described in the previous section. Assuming 
the temperature difference between the return and air supply (DT ) was 
12 °C, the required airflow to remove the dissipated heat and lighting 
was 273 × 103 m3/h. The economiser was active when the outside air 
dry-bulb temperature was equal to or lower than the setpoint temper-
ature. The outside air was directly introduced to the IT environment 
when its dry bulb temperature was equal to the set point, and its dew 
point temperature was within the recommended range given by the 
ASHRAE standard for data centres.
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Otherwise, when the out-
door air dry-bulb tempera-
ture was lower than the set 
point (21 °C), the outside 
air was mixed with the re-
turn air until the set point 
condition was reached. 
However, when the dew 
point temperature of the 
mixed air was within the 
allowable range, the mixed 
air was supplied to the  
IT environment without be-
ing humidified. In contrast, 
when the dew point tem-
perature of the mixed air 
was lower than the setpoint 
(Tdp < 11.1°C), the humidi-
fier operated to maintain 
the humidity of the air. The 
air was supplied when the 
set point was reached. Fig. 3 Air-side economiser operation scheme

Fig. 4 Comparison of the weather conditions for each tested location
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RESULTS AND DISCUSSION

The total annual energy saving potential of the tested cooling systems 
was calculated for three different locations to address various climatic 
zones within Europe. Fig. 4 shows the psychometric charts for the out-
side air for each tested geographical location in this study. This figure is 
used to analyse the potential of the air-side economiser in each opera-
tional mode described above. The theoretical straight boundary shown in 
Fig. 3 between mixing modes with and without additional humidification 
was not observed in dynamic simulations. Instead, a transient region 
was found between these two modes. In this area, which is highlight-
ed in purple, the outside air can be conditioned in two different ways, 
depending on the return air conditions. A high moisture content of the 
return air contributes to a higher moisture content of the mixed air. Thus, 
humidification was not necessary for these scenarios. On the other hand, 
when the moisture content of the return air was not rich enough, a hu-
midification process was needed to maintain the humidity level of the 
mixed air before it was supplied to the IT environment. 

Based on the information in Fig. 5, the location with a Humid Continental 
Climate profile (Dfb) represented by Helsinki has the highest potential to 
utilise the air-side economiser compared to the other tested locations. 
However, the graph shows that the humidity conditions of the outside 
air in this location were predominantly lower compared to the other 
locations. Consequently, the operational time of the mixing mode with 
humidification was higher for this location. On the contrary, the other 
tested climatic zones, which are represented by Groningen and Rome, 

have a higher number of operational hours of the air-side economiser in 
modes of direct use and mixing without the need of additional humidi-
fication. Therefore, the results lead to the lower energy consumption of 
the humidifier in these locations.

In order to analyse the energy consumption, Fig. 6 demonstrates the 
energy consumption of each cooling system, which was obtained 
from the simulations and their PUE values. Meanwhile, Fig. 7 shows 
the proportion of the energy consumed by each component in the 
system. The simulation results of scenario 1 (baseline) only show 
the energy consumption of the conventional cooling system with 
refrigeration. In our study, this cooling system performed similar-
ly regardless of the geographical location. As shown in Tab. 3, The 
simulated results were in the range of 3.24 to 3.26 GWh, resulting in 
a PUE of 1.34 for all locations. Such a small range for each location 
is the result of selecting a simplified heuristic modelling method fo-
cused mainly on modelling the air-side economiser. A slightly higher 
variance could be reached by implementing a dynamic coefficient of 
performance of the refrigeration cycle. However, the simplified model 
gives sufficient information to generate a common baseline for the 
study of the air-side economiser. 

As depicted in Fig. 7, generally, 96% of the total energy of the conven-
tional cooling system was used by the refrigeration units. The cooling 
tower took 3% of the total energy used by the conventional cooling sys-
tems, while the rest was used for pumping the cooling water and for 
the fans.

The second design (Case 2), where the air-side economizer is imple-
mented, led to reduction of the total energy consumption by 73.2% 
on average in comparison with the baseline. The reduction of the total 
energy consumption resulted in the improvement of the PUE of each 
location to 1.07, 1.07, and 1.12 for the Humid Continental Climate 
(Dfb), the Temperate Oceanic Climate (Cfb) and the Mediterranean 
Climate (Csa), respectively. The most significant saving, which was 
78.7%, was reached when the economiser was utilised in a location 
with a Humid Continental Climate (Dfb), represented by Helsinki. It is 

Fig. 5 Annual operating hours of the cooling system models
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In order to analyse the energy consumption, Figure 6 demonstrates the energy consumption of each cooling system, 
which was obtained from the simulations and their PUE values. Meanwhile, Figure 7 shows the proportion of the 
energy consumed by each component in the system. The simulation results of case 1 (baseline) only show the energy 
consumption of the conventional cooling system with refrigeration. In our study, this cooling system performed 
similarly regardless of the geographical location. As shown in Table 3, The simulated results were in the range of 3.24 
to 3.26 GWh, resulting in a PUE of 1.34 for all locations. Such a small range for each location is the result of 
selecting a simplified heuristic modelling method focused mainly on modelling the air-side economiser. A slightly 
higher variance could be reached by implementing a dynamic coefficient of performance of the refrigeration cycle. 
However, the simplified model gives sufficient information to generate a common baseline for the study of the air-
side economiser.  
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From the second simulated case (Case 2), the implementation of the air-side economiser was able to reduce the total 
energy consumption by up to 73.2% on average. The reduction of the total energy consumption resulted in the 
improvement of the PUE of each location to 1.07, 1.07, and 1.12 for the Humid Continental Climate (Dfb), the 
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the Temperate Oceanic Climate was 78.4%. The proportion of humidifier energy use of the total energy use was 16%. 
The simulation results demonstrate that the air-side economiser is able to significantly reduce the annual energy 
consumption of the cooling system by 73.2% on average. The savings vary from 62.5% to 78.7%, depending on the 
given climatic region. The resulting major savings were expected and similar figures are provided by the cooling unit 
manufacturer, e.g., [22], which states the range of 70% to 95% for similar conditions. However, this study was 
specifically focused on the impact of the humidity treatment within the air-side economiser on the total energy 
demand, which is likely neglected in other studies. 

Considering the effects of the location and climate condition, the utilisation time of the air-side economiser, as 
depicted in Figure 6, decreases as the latitude decreases. The temperature of the outside air and its specific humidity 
increase as the location nears the equator. Due to this reason, the number of hours when the outside air condition lies 
below the set point temperature was decreased, which resulted in in the higher utilisation time for the conventional 
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summarise, although the air-side economiser was able to significantly reduce the energy consumption in comparison 
to the conventional cooling system, introducing the outside air to the IT environment resulted in a higher proportion 
of energy consumption of the humidifier and fans (the consumption of the fan is divided into categories according to 
the operational regime: direct outside air, mixing and humidifying & mixing) The energy consumption of the 
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worth noting that the energy demand of the humidity treatment in this 
scenario reached 34.8% of the total energy use of the cooling sys-
tem. Therefore, the Temperate Oceanic Climate (Cfb), represented by  
Groningen, with a lower proportion of humidification hours offers al-
most the equivalent economisation potential, even though the utilisa-
tion of the refrigeration unit is higher. The relative energy savings for 
the Temperate Oceanic Climate was 78.4%. The proportion of humid-
ifier energy use of the total energy use was 16%. The simulation re-
sults demonstrate that the air-side economiser is able to significantly 
reduce the annual energy consumption of the cooling system by 73.2% 
on average. The savings vary from 62.5% to 78.7%, depending on 
the given climatic region. The resulting major savings were expected 
and similar figures are provided by the cooling unit manufacturer, e.g., 
[22], which states a range of 70% to 95% for similar conditions. How-
ever, this study was specifically focused on the impact of the humidity 
treatment within the air-side economiser on the total energy demand, 
which is likely neglected in other studies.

Considering the effects of the location and climate condition, the 
utilisation time of the air-side economiser, as depicted in Fig. 5, 
decreases as the latitude decreases. The temperature of the out-

side air and its specific humidity increase as the location nears the 
equator. Due to this reason, the number of hours when the outside 
air condition lies below the set point temperature was decreased, 
which resulted in in the higher utilisation time for the conventional 
cooling system. Among the tested locations, the largest annual en-
ergy consumption of the conventional cooling system was found in a 
location with a Mediterranean Climate (Csa), which was represent-
ed by Rome. In this location, the conventional cooling system con-
sumed 70% of the total annual energy consumption. To summarise, 
although the air-side economiser was able to significantly reduce 
the energy consumption in comparison to the conventional cooling 
system, introducing the outside air to the IT environment resulted 
in a higher proportion of energy consumption of the humidifier and 
fans (the consumption of the fan is divided into categories according 
to the operational regime: direct outside air, mixing and humidifying 
& mixing) The energy consumption of the humidifier varies between 
6% to 34.8% depending on the given climatic regions. Compared to 
other locations, the utilisation of the air-side economiser in the cli-
mate represented by Helsinki resulted in the most significant energy 
consumption by the humidifier; the humidifier consumed 233.6 MWh, 
which represents 34.8% of the annual energy consumption. 

CONCLUSION

The results presented provide an in-
dication of the impact of the humidity 
treatment within the direct air-side 
economiser system. As expected, the 
air-side economiser offers a signif-
icant savings opportunity of energy 
use in comparison to the conventional 
cooling system. Since the economiser 
systems have become the new stand-
ard in data centre cooling, addressing 
the savings was not the main goal 
of this study. The key finding of this 
study was the energy breakdown of 
the cooling system using the direct 
air-side economiser, which includes 
the energy use of the humidifier. Even 
though, the air-side economiser was 
found to be a very promising way to 
improve the energy efficiency of the 
DC cooling, this research demonstrat-
ed that additional energy is needed 
to maintain the humidity level of the 
air supply to reach the recommend-
ed conditions suggested by ASHRAE  
TC 9.9. The results of this study in-
dicated that the annual energy con-
sumption of the humidifier in the sys-
tem with direct air-side economiser 
varies between 6%, 18% and 34.8% 
for climates represented by Rome, 
Groningen and Helsinki respectively, 
which cannot be neglected. 

In conclusion, this research has shown 
that the design of new-generation 
cooling systems with air-side econ-
omisers requires consideration with 
the humidity treatment and its energy 
efficiency. The impact of the humidity Fig. 7 The energy consumption breakdown by the individual equipment in percentage
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treatment can be relatively high, especially for the direct air-side econ-
omiser. The other economiser systems (e.g., an indirect air-side econo-
miser) are generally less sensitive to the ambient environment, thus, the 
energy impact of the humidity treatment will be lower. Also, the energy 
demand of the humidity treatment can be also reduced using another 
humidifier device (e.g., a high-pressure fog system). Based on the study 
addressing the extreme situation, the highest possible impact of the hu-
midity treatment was estimated to be up to 34.8% of the total DC energy 
demand.

Contact: Vojtech.Zavrel@fs.cvut.cz
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The PV Potential in the City of Prague:  
Methodology and Assessment  
for Residential Buildings

Fotovoltaický potenciál v Praze – Metodika a hodnocení pro obytné budovy

This work highlights the Building-Integrated Photovoltaics (BIPV) potential in two urban areas with different 
characteristics in the city of Prague. The representative building blocks were selected and the CitySim soft-
ware tool was used for the assessment of the hourly irradiation profiles on each surface over a one-year 
period. Considering appropriate irradiation thresholds, suitable surfaces were then quantified. Integration 
criteria are discussed and suitable BIPV applications are proposed considering, not only energy performance, 
but also their impact on the quality of the built environment. The Photovoltaic (PV) potential is compared with 
the estimated local electricity demand derived from the population distribution within the building block. 
Analysis indicated that only 5.5% of the total area can be used in Vinohrady and 13.7% in Jizni Mesto con-
tributing by 32% and 31% on average on the hourly electricity demand, respectively. The PV generation ex-
ceeds the local non-baseload demand during the summer period, but is less significant during winter.  
A preliminary financial analysis reveals a payback time of 17.5 and 20 years for Vinohrady and Jizni Mesto 
areas, respectively. It is evident that, even in the areas with a sensitive built environment, adoption of solar 
energy is still possible for balancing local electricity needs. 
Keywords: Building-integrated photovoltaics, solar PV potential, architecture, load matching

Příspěvek se zabývá potenciálem využití stavebně integrované fotovoltaiky v odlišné zástavbě Prahy. Pro dva 
reprezentativní obytné bloky byly pomocí software CitySim stanoveny hodinové profily ozáření všech povrchů 
v průběhu roku. Z toho pak byly určeny vhodné plochy pro fotovoltaické instalace. Uvažovány byly nejen 
energetické vlastnosti ale i vliv na kvalitu zastavěného prostoru. Potenciál fotovoltaické produkce je porov-
náván s místní potřebou elektrické energie pro obyvatele. Analýzy ukazují, že celkově jen 5,5% ploch může 
být využito na obytném bloku na Vinohradech a až 13,7% ploch na obytném bloku na Jižním Městě, což 
přispívá k pokrytí potřeby elektrické energie domácností v průměru z 32% a ve druhém případu z 31%. Fo-
tovoltaická produkce v takovém případě v letním období přesahuje místní spotřebu. Předběžná finanční ana-
lýza ukazuje návratnost 17,5 roku pro Vinohrady a 20 let pro Jižní Město. Potvrzuje se, že i v architektonicky 
náročném prostředí je využití solární energie pro významné pokrytí místní spotřeby možné. 
Keywords: stavebně-integrovaná fotovoltaika, fotovoltaický potenciál, architektura, soulad produkce a 
spotřeby
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INTRODUCTION

The building sector is classified among the major energy consumers, 
contributing by 40% of the primary energy consumption in Europe [1]. 
Currently, there is a major transformation taking place through nation-
al building codes, roadmaps and building rating systems. In addition, 
emphasis has been put on the adoption of renewable energy systems 
on the building envelope [2]. Among other options, solar photovoltaics 
are expected to be the main technology to generate on-site electricity 
to match the building’s consumption [3]. This is enhanced by the fact 
that the location of the energy source is commonly the same as the lo-
cation of the energy use. Consequently, the generated electricity cannot 
be used instantly to cover the building needs only (e.g., lighting, ap-
pliances, heating, etc.), but also exchanged between the buildings and  
the electrical grid.

Building-Integrated Photovoltaics (BIPV) – defined as photovoltaic cells 
integrated into the building envelope as part of the building structure 
– have great potential to be used in a city context.  It can replace con-
ventional building materials, and also be used as external separation 
elements, like balconies, shading devices and other applications [4]. 
Rooftop PVs are, so far, considered to be the most common application 
since it provides the best annual energy harvesting. However, due to  
the significant decrease in prices and increase in technological improve-

ments in the PV industry, building facades now represent a good poten-
tial, especially for high-rise buildings. Even if they receive less irradiation 
compared to rooftops, they could make a major contribution because 
of the larger surface areas involved. In addition, vertical-integrated  
PV modules will produce relatively more power in winter, as well as in  
the early and late hours of the day. 

Consequently, it is important to adjust the slope and azimuth of the PV 
installations, in order to spread the electricity generation over a larger 
period of time increasing the PV self-consumption of residential build-
ings [5]. However, the successful integration of PVs in a city context re-
quires not only technical optimisation to maximize production, but also to 
preserve the quality of the urban, landscape and cultural environments. 
A match between the building’s energy needs, the solar energy potential 
and the site’s identity has to be targeted [6].

Several case studies have already been performed for incident solar ra-
diation on individual buildings, small neighbourhoods or on a city scale, 
indicating the nice PV potential in existing locations. Depending on  
the availability of the data, regional characteristics, as well as scale of 
study, several methodologies have been suggested to determine the PV 
potential. Brito et al. [5] investigated the PV potential for two areas in the 
city of Lisbon using LIDAR data. It was found that the roof and facade 
PV potential can contribute to 50–75% of the total electricity demand. 
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Assouline et al. [7] using 
a combination of support 
vector machines (SVMs) 
and geographic infor-
mation systems (GIS) 
found that the potential 
PV production for the ur-
ban areas in Switzerland 
corresponded to 28% of 
Switzerland’s electricity 
consumption in 2015. 

There are also studies 
on the effects of the ur-
ban form on the solar PV 
potential. According to 
Compagnon [8], a building’s layout for constant density can lead to vari-
ations of the solar potential. Besides, increasing the building aspect ratio 
or site coverage has a positive effect on the PV potential, although the 
effect of mutual shading becomes more significant according to Li et al. 
[9]. In this context, a new algorithm for the spatio-temporal calculation of 
a shadow in the urban environment was proposed by Vulkan et al. [10]. 
The methodology implemented for a neighbourhood in Rishon LeZion, 
Israel, with diverse building typologies indicated that some facades can 
make a substantial contribution to the overall solar potential of urban 
buildings.

Solar energy harvesting for individual buildings in the city of Prague has 
been studied in the past, but the PV potential in urban areas has not yet 
been investigated. This study aims to fill this gap indicating how the de-
tailed mapping of the existing architecture can quantify the PV potential 
of urban residential buildings in the historical and modern city areas. 
Using data from IPR Praha (the Institute of Planning and Development 
of the city of Prague), we describe the topography, for two case study 
areas. Considering the solar availability and shadings for the surrounding 
buildings, the available area for installation is determined and suitable 
PV applications are proposed based on the characteristics and cultural 
aspects of the location. Then, the hourly PV generation of the roofs and 
facades is compared with the estimated local electricity demand on an 
hourly basis discussing strategies for better load matching. 

METHODOLOGY

Location characteristics
Prague is the capital and largest city in Czech Republic located in  
the north-west (at 50°05’N and 14°25’E) of the country. The climate 
is considered to be semi-continental, characterised by large seasonal 
temperature differences, with cold winters and warm (and often humid) 
summers. In order to investigate the PV potential, solar radiation and 
other meteorological data (temperature, wind speed, etc.) were provid-
ed from a local weather station. An annual global horizontal radiation is 
approaching 1065 kWh/m2 with a peak value of 161 kWh/m2 in June, 
while lower values of solar irradiation are observed during winter months  
(a min value in December). 

In this work, two urban areas in the city of Prague with different char-
acteristics were selected as the application sites for the assessment of  
the PV potential. A representative building block, constituted of residen-
tial buildings, was identified for each location as presented in Fig.1. Case 
one, Vinohrady, is within a highly dense area of the city centre with con-
siderable architectural and cultural value. Houses built around 1900 are 
characterised by sloped roofs in different shapes and heights. Case two, 
Jizni Mesto, is a suburban area built in the 1970s. Prefabricated high 

rise buildings are characterised by their simple shape, flat roofs and big 
vertical facades with balconies with a South and West orientation. They 
are lighter, with a higher fenestration ratio and better thermal insulation 
compared to the ones in Vinohrady. 

Solar PV potential
Appropriate 3D models for each building block were prepared based on 
the geometry of the buildings, including the dimensions and shape of the 
roof superstructures (dormer, chimney, etc.). The building surfaces were 
divided according to the floor level, excluding areas that for some reason 
cannot be considered for PV integration (e.g., north facade). Radiation on 
the building surfaces is commonly influenced by the nearby environment 
and, thus, the heights of the surrounding buildings, trees and elements in 
each direction were considered in the model for evaluating the shading. 
Afterwards, the 3D model was imported to CitySim Pro [11], an urban 
energy modelling tool developed at LESO-PB/EPFL, for further analysis. 
The incoming solar radiation was calculated in hourly values, according 
to the type of the building surface and the climate data collected by a 
nearby weather-station. Each building surface was defined by its area, 
orientation and tilt angle. Finally, the percentage of solar obstruction 
was calculated as the ratio of the solar radiation within the surrounding 
context to the one without the surrounding obstacles. The hourly values 
were solar weighted, the annual shading index (SI) was derived accord-
ing to Eq. 1. 
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where         
Fsh,i	 is the hourly shading factor of each building surface, 
Gi	 is the hourly solar radiation [W/m2]
Gt	 is the annual solar radiation [W/m2]

Once the radiation values on each surface are available, they can be an-
alysed to assess the PV potential. For this purpose, an irradiation thresh-
old was used, indicating the minimum amount of annual radiation re-
quired for the PV system to be beneficial. Such thresholds are somewhat 
arbitrary; a conservative value of 800 kWh/m2annually is proposed by 
many authors [9], while others define it as a percentage of the horizontal 
insolation [10]. Considering the technological progress and enormous 
decline in PV costs over the last decade, approximately a 58 %, accord-
ing to [12], lower value such as 650 kWh/m2 [13] is still reasonable. To 
this end, the PV potential calculated as the relative fraction (percentage) 
of the roofs and facades of the buildings that can be used for PV inte-
gration. Based on the area of the suitable surfaces, a simple model was 
applied to quantify the annual energy output (EPV) of each building block 
according to Eq. 2:

Fig. 1 Aerial view of the selected locations in a) Vinohrady and b) Jizni Mesto.



384 Heat ing, Vent i lat ion, Sani tat ion 6/2018

	 Al ternat ive  Energy Sources

( )
1

 
thresholdn

PV i i
i

E PR I Aη
=

= ⋅ ⋅ ∑
	

(2)

where
η	 is the PV conversion efficiency, 
PR	 is the performance ratio 
nthreshold	 is the number of surfaces exceeding irradiation threshold, 
Ii	 is the cumulative insolation (kWh/m2.year) and 
Ai	 is the relative area (m2) of surface i. 

Electricity demand and system performance
Afterwards, the following procedure was used to derive the annual elec-
tricity load curves of the representative buildings on an hourly basis. 
Only the non-thermal use of electricity is considered in this study, i.e.,  
the derived load curves include all means of the households’ electricity 
consumption except the use for space heating and hot water preparation. 

In the first step, a normalised hourly electricity consumption profile of a 
typical Czech household was constructed based on data published by 
the Czech electricity and gas market operator (OTE a. s.) for consumer 
class 4 – households with non-thermal use of electricity (TDD4) [14]. 
This normalised hourly consumption profile consists of 8760 values be-
tween 0 and 1, with a typical differentiation between working days and 
weekends, and with higher consumption in winter compared to sum-
mer. In the second step, the number and area of the households, and  
the number of the occupants in the representative buildings were es-
timated. These basic statistics describing the representative buildings 
were then matched to the data on the annual non-thermal electricity 
consumption in Czech households, reported by the Czech Statistical Of-
fice (ČSÚ) [15] and the REMODECE Project [16], to estimate the total an-
nual electricity consumption (MWh/year) in the representative buildings. 
Finally, in the third step, the normalised hourly consumption profile and 
the total annual electricity consumption were combined into the hourly 
load curves of the representative buildings, in kW (see Figure 2). A more 
detailed description of the whole procedure can be found in [17].

Based on the peak loads and the selection criteria that apply in each 
location, the PV systems were sized properly, in order to enhance the PV 
self-consumption and reduce excess power during the summer period. 
In addition, a comparison between the electrical loads and the PV gen-
eration for the selected locations was made through the calculation of  
the load match index as described in [18]. According to eq. 3, it was 
calculated for hourly time intervals indicating the average hourly contri-
bution of the PV systems on the building loads.
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where
i	 is the time interval (hour, day, month)
gi	 is the instantaneous on-site electricity 

generation
li	 is the instantaneous electricity demand
n	 is the sum of time steps over a year period

Financial analysis
Finally, a financial analysis was undertaken 
to investigate the profitability of the proposed 
systems. In this context, the Net Present Value 
(NPV) – defined as the sum of present incoming 
(benefits) and outgoing cash flows over the life-
time of the project – was calculated according 
to eq. 4 [19]. 
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where         
C	 is the initial investment costs (€)
F(t)	 is the annual income generated by the PVs (€/year)
N	 is the lifetime of the investment (years)
i	 is the real rate of interest (%)

The initial investment includes the cost of the PV modules, electrical com-
ponents (inverters, cables, etc.) and claddings (frames, aluminium sub-
structures, etc.). It is worth mentioning that the size of the PV plant has 
an effect on the cost of the installation.  Considering the actual size of the 
installation, in this work, typical values of 1350 €/kWp, and 1290 €/kWp 
were used for crystalline silicon and thin-film PV technologies, respectively 
[20]. In the case of Vinohrady, more advanced PV products are used and, 
therefore, the cost of the BIPV increases. The end user prices are converted 
to €/m2, with an average value of 300 €/m2 [21]. Finally, a fixed mainte-
nance cost of 0.5 % per the initial cost was assumed in both cases.

For the calculation of the annual income, the following inputs were 
used: annual energy output (kWh), coefficient of performance con-
sidering representative degradation rates (%/year) for each PV tech-
nology, energy price (€/kWh) and possible Feed-in-tariff or fiscal 
incentives. Then, the cash flow over the life time of the PV system  
(25 years-expected) was prepared and the payback time (PBT) [19] 
was estimated as an indicator for the number of years needed to com-
pensate for the initial investment.

BIPV integration criteria
It is evident that excessive use of PV systems can often have an adverse 
effect on the built environment and, thus, the criteria and recommenda-
tions about dimensioning and positioning are needed. In order to select 
an appropriate BIPV application, both technical, architectural and eco-
nomic aspects should be included. In the case of Jizni Mesto, there are 
no limitations arising from the near environment and, thus, several sce-
narios and PV technologies can be considered (Fig. 3). High performance 
modules can be installed horizontally on the flat roof of the buildings 
to camouflage the installation or tilted to optimise the performance. On 
the vertical facades, the PV modules should be grouped together in an 
ordered way creating unique textures (e.g., horizontal stripes). In this 
context, ceramic panels or solar glazing in various colours [22] could 
be a solution, providing good durability and an aesthetic quality. Finally, 
complementary building elements such as windows and existing balco-
nies are well suited to support the PV integration representing a good 
compromise in terms of the energy performance and aesthetics. In addi-
tion, optimised semi-transparent PV elements could be used as shading 
devices to increase the indoor thermal comfort by mitigating overheating 
during the summer, but to still provide daylight and to make use of pas-
sive heating during winter [23].

Fig. 2. A typical load profile for the electricity consumption of a household in Prague [17].
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On the other hand, the BIPV integration in a sensitive built environment, 
such as the Vinohrady district, is a more challenging task. The applica-
bility of conventional PV modules in buildings with strong architectural 
or cultural value is limited. Since the full integration and imperceptibility 
of the technical elements from the public domain is the most impor-
tant criteria for the acceptance of the BIPV within a historical context 
[24], small scale highly innovative PV products are needed. Suitable sur-
faces are limited to the sloped roof, flat terraces and vertical facades 
facing the courtyard. Based on the geometry of each surface, BIPV ap-
plications such as solar glazing or PV tiles, balustrades and PV shutters  
(Fig. 3) constitute effective practices of integration in the building enve-
lope providing a balanced solution between the technical and architec-
tural standards as defined in [25].

RESULTS & DISCUSSION

Solar PV potential
The results from the solar analysis in both locations are presented in 
the form of annual irradiation colour maps. As expected in Vinohrady, 
the best solar resources were observed for the sloped roofs (35° slope) 
facing south, exceeding 1200 kWh/m2 annually (Fig.4). However, the 
different roof typologies were recognised and, thus, the solar potential 
varies according to its slope and orientation. The facades were found to 
receive a significantly lower level of irradiation, which is explained from 
the mutual shading effects (high density), especially for the lower part 
of the buildings. The calculated annual shading indexes can reach up 
to 57 %. Only 19.7 % of the total surface area exceeds the irradiation 

Fig. 3. Examples of architecturally integrated PV systems in the two building blocks: (1) PV balconies. Source: Etsprojects; (2) Coloured PV- facade. Source: 
Swissinso; (3) Roof-added PVs. Source: Cromwellsolar; (4) PV tiles. Source: Tradeford; (5) PV shutter and PV blinds. Source: COLT international, Solargaps;  
(6) PV terrace [26].

Fig. 4. The annual solar irradiation map and relative PV potential of the building block based on the selected irradiation thresholds in the Vinohrady area.
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threshold of 650 kWh/m2 and is mainly related to the roof areas. With 
respect to the hourly irradiation profiles, the maximum PV potential in 
the area was calculated and presented in Fig. 4. The PV modules were 
assumed to be installed on the same plane with the building surface 
considering the typical values for the conversion efficiency (η) accord-
ing to the BIPV application (η = 15 % for the roofs and η = 8 % for 
the facades/balconies/glazing). Additionally, an appropriate performance 
ratio (PR) was used to take all system losses (inverter, mismatch, etc.) 
into account. For Vinohrady, the annual PV generation is estimated to be  
440 MWh approximately, with a peak value in July (62 MWh) and the 
least generation in December (8.5 MWh). It is worth mentioning that only 
42 % of this generation corresponds to the building surfaces facing the 
courtyard and, thus, could be considered according to the criteria dis-
cussed in the previous section. 

The relative results for the building block in Jizni Mesto are presented in 
Fig. 5. The max potential was slightly reduced (around 10 %) compared 
to Vinohrady, but still exceeds 1000 kWh/m2 annually. This corresponds 
to flat roof on top of the buildings, followed by the south-facing facades. 
Furthermore, solar obstruction was found to be significantly lower due to 
the less dense urban environment of the location. The highest shading 
indexes calculated in the range of 23 %, indicating acceptable resources 
even for the East/West facades (to some extent). According to the select-
ed irradiation threshold (650 kWh/m2), 35 % of the total building area can 
be considered as suitable for the PV integration. Based on the irradia-
tion profiles, the simulated PV potential is equal to 1195 MWh/annually,  
2.7 times higher when compared to the Vinohrady case. The highest 
contribution refers to the roof area, followed by the vertical facades and 
balconies with the relative percentages of 49 %, 45 % and 6 %, respec-
tively (Fig. 5). Extensive PV integration on the vertical facades in Jizni 
Mesto has an impact on the monthly values (compared to the Vinohrady 
case) shifting the peak generation to June (Fig. 5).

Electricity demand
The statistical data regarding the population distribution and annual con-
sumption per household [16] were used to determine the electricity de-
mand in both areas. For the given number of apartments, the estimated 
number of occupants was then multiplied by the per capita electricity 
demand. The limited available data, regarding the consumption of the 
selected building blocks, was also used for the validation. For the build-
ing block in Vinohrady, the overall electricity demand was estimated at 
478 MWh/year. As for building block in Jizni Mesto, the increased num-
ber of residents due to the high-rise buildings, results in a higher annual 
electricity demand of 1214 MWh/year. The analytical results for the an-
nual demand and production per building are presented in Table 1. One 

can observe that the PV production is significantly reduced compared to 
the PV potential of the area in Vinohrady. The available space is limited to 
only 5.5 % of the total building area due to the integration criteria applied 
(discussed in previous sections). 

System evaluation
Having a look at the comparison between the demand and the produc-
tion in monthly intervals, it is clear that the generated electricity is not 
enough to cover the loads of the building block in Vinohrady. On the 
contrary, there are no such barriers limiting the PV integration in Jizni 
Mesto and, thus, even for higher irradiation thresholds, the PV generation 
is enough to compensate the electricity demand during the summer pe-
riod. From that point of view, it is important to investigate the load match 
over a shorter time step to ensure a minimum excess of PV energy. For 
that purpose, typical load profiles (Fig. 2) for residential buildings were 
used to analyse the electricity demand in hourly time-steps. 

During this process, the hourly peak loads were calculated and used as 
an indicator, to properly size the PV systems in each building. In the case 
of Vinohrady, the maximum loads observed for building 6 is equal to  
17.2 kW, while ranging between 27-120 kW for the whole block. An ex-
cess of energy was observed for small periods during the summer only, 
but still the PV self-consumption accounts for 92 %. Almost all the gen-
erated PV energy can be used locally within the building block and it is 
enough to compensate by 32 % (the max value of 49 % for the building 
case) the hourly electricity demand on average.

In the case of Jizni Mesto, the PV generation is enough to cover the elec-
tricity demand during the summer period, but also leads to an excess 
of energy for 35 % of the PV operation time (hourly). Therefore, better 
interaction between the generated and consumed electricity is needed to 
increase the self-consumption of the buildings providing more efficient 
performance. If the maximum load matching is taken into account, inte-
gration will be limited to only 13.7 % of the total building area leading to 
lower PV generation. Fig. 6 depicts the interaction between the electricity 
demand and the production for the new system over a typical winter and 
summer day. A wider peak power production and, thus, a better match 
to the load diagram is observed. A small excess of energy is observed 
at noon and can be used for cooling purposes to eliminate overheating 
risks. Alternatively, this can be delivered to the surrounding buildings and 
facilities across the street. Finally, the average and max values for the 
load match index (hourly intervals) among the buildings in Jizni Mesto 
were found to be 31 % and 43 %, respectively. The larger PV system 
size hardly improves the load match index if no measures for electricity 
storage are taken.

Fig. 5. The annual solar irradiation map and relative PV potential of the building block based on the selected irradiation thresholds in the Jizni Mesto area.
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Tab. 1 The annual electricity demand and production per building in Vinohrady and 
Jizni Mesto area.

Electricity demand (MWh/year) PV production (MWh/year)

Building No. Vinohrady Jizni Mesto Vinohrady Jizni Mesto

1 40.8 112.2 13 54.1

2 62.7 576.6 20 300.7

3 56.1 196.8 10.4 121.3

4 63.6 328.5 17.4 266

5 39.2 - 14.3 -

6 68.4 - 19.9 -

7 35.9 - 15.2 -

8 31.3 - 15 -

9 63.6 - 17.9 -

10 16.9 - 6.7 -

It can be observed that even with a higher percentage of surface area 
used in Jizni Mesto, the average hourly load match is similar to the 
case of Vinohrady. The higher population density of the high-rise build-
ings leads to different consumption patterns compared to the family 
households in Vinohrady. This is also explained from the PV produc-
tion per unit area in Vinohrady (163 kWh/m2), which was found to be 
up to 32 % higher compared than the one in Jizni Mesto (111 kWh/

m2). This is a direct consequence of the limited vertical integration on 
the facades (lower solar resources), when the contribution approaches  
50 % of the area used for Jizni Mesto. 

Fig. 7 depicts the accumulated PV generation for the proposed systems 
in both locations. Apart from the total electricity demand discussed ear-
lier, the PV generation is also compared to the non-baseload load de-
mand - determined by subtracting the minimum load of the previous  
24 h from the hourly demand load [5]. Assuming that the baseload 
demand can be covered from alternative sources, the results clearly 
indicate that the PV generation exceeds the non-baseload demand in 
both areas during the summer period. More specifically, the demand is 
satisfied for five consecutive months from April to August. Surprisingly, 
even for a lower extent of PV integration, the Vinohrady area achieves 
better results. In contrast, during the winter months, the PV generation 
decreases drastically and is not enough to meet (the increased) the total 
nor the non-baseload demand.

Financial analysis
Based on the methodology presented in Section II, a preliminary financial 
analysis was performed for a period of 25 years (expected lifetime of the 
investment). The NPV was calculated by subtracting the initial cost from 
the discounted annual income from the PV generation. For the calcula-
tions, a real rate of interest of i = 2.26 % and an initial energy price of 
0.142 €/kWh with a growth rate of 1.8 % (according to Eurostat) were 
assumed, based on the current situation in the Czech Republic.

The annual electricity generation for the next 25 years was estimated, 
considering the degradation rates from a recent study with similar con-
ditions [27]. The results, already discussed, indicated 92 % self-con-
sumption in Vinohrady and 10% lower in Jizni Mesto. This means that 

most of the PV electricity 
is consumed directly form 
the buildings in both areas. 
In 2013, the Czech Par-
liament amended Act No. 
165/2012, which de facto 
abolished the feed-in tar-
iff scheme for PVs by the 
end of 2013. Since there 
is no financial support right 
now, the excess part of the 
PV generation, exported to 
the grid, was not taken into 
account in the results pre-
sented in Fig. 8.

In the graph, the value of 
year 0 is associated with 
the initial investment cost 
of the system. Based on 
the PV costs discussed in 
Section II, this is equal to 
360000 € for Vinohrady 
and 873000 € for Jizni 
Mesto. The payback time, 
i.e., the number of years 
needed to make the NPV 
positive, was found to be 
17.5 and 20 years for Vi-
nohrady and Jizni Mesto, 
respectively. The payback 
time can be reduced fur-
ther considering the sav-

Fig. 7. The monthly PV generation and electricity demand (blue line: total electricity demand; grey line: non-baseload demand) of 
the proposed system for a) the Vinohrady (left) and b) Jizni Mesto (right) areas.

Fig. 6. The hourly electricity demand (blue line) and generation (red line) over a typical a) winter and b) summer day for the 
building block in Jizni Mesto.
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ings from the conventional building materials, and the energy saving 
provided by the applied solutions and more efficient strategies to in-
crease self-consumption. Given that facilities like schools, supermar-
kets, etc. exist across the street (at the boundaries of the study area), 
the excess PV energy can be delivered and decrease the payback time 
in Vinohrady by 1.5 years and up to 4 years in Jizni Mesto. Consequently, 
a more detailed study should be considered to thoroughly investigate 
these scenarios.

CONCLUSIONS

Two representative building blocks, with different characteristics and 
levels of preservation, were selected and analysed to quantify the PV 
potential of urban residential buildings in historical and modern city 
areas. According to the selected irradiation thresholds, the analysis 
revealed almost a 3 times higher potential in Jizni Mesto compared to 
the Vinohrady area. As expected, most of the potential is intrinsically 
related to the roofs, while the facades suffer more of a shadowing 
effect caused by the surroundings. The phenomenon is more intense 
in the Vinohrady area, where only 13 % of the PV potential is related 
to the facades, when the additional contribution in Jizni Mesto is ap-
proaching 50 %.

The integration criteria was discussed and suitable PV applications are 
proposed, considering not only energy performance, but also their im-
pact on the quality of built environment. Afterwards, a methodology was 
used to estimate and compare, in an hourly time-step, the electricity 
generation and demand. It was found that only small part of the building 
area can be used accounting for 5.5 % in Vinohrady and 13.7 % in Jizni 
Mesto. Interaction between the electricity demand and consumption re-
vealed that the proposed PV systems could compensate, on average,  
32 % of the hourly energy demand in Vinohrady and 31% in Jizni Mesto. 
Considering the actual self-consumption rate and actual market con-
ditions (BIPV prices, installation costs and electricity tariffs), the eco-
nomic assessment indicated that the payback time of the investment is 
equal to 17.5 years for Vinohrady and 20 years for the Jizni Mesto area.  
A summary of the results obtained for the two case studies is presented 
in Table 2.

It is evident that even in areas with a sensitive built environment, adop-
tion of solar energy is still possible for balancing the local electricity 
needs. Further work is needed to assess the indirect effect of the BIPV 
systems on the built environment by means of thermal and daylighting 
performance. This paper can be used as reference for future case stud-
ies in the process of building a sustainable city.

Tab. 2 An overview of the PV potential for the two case studies.

Case study area Vinohrady Jizni Mesto

Total Area (m2) 21775 34200

Percentage of Area (≥ 650 kWh/m2.y) 19.7 36.5

PV potential (MWh/year) 440 1195

Percentage area used for PVs (%) 5.5 13.7

Electricity demand (MWh/year) 478 1214

PV generation (MWh/year) 150 370

Avg. Load match index (%) 32 31

PV self-consumption 92 82

Payback Time (years) 17.5 20
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